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Abstract - The following credit card records were used in this study of 284.807 transactions made by credit card holders
in Europe for two days fronEje Kaggle dataset. This is a very poor data set, having 492 transactions, an imbalance of
only 0.172% of the 284.807 transactions. The purpose of this study is to obtain the best £bdel and then simulate it by
electronically detecting unauthorized financial transactions in bank payment systems. The dataset for this study is
unbalanced class data with 99 80% for tgfinajor class and 02% for the minor class. This typgff class-imbalanced data
problem is solved by applying method a combination of minority oversampling techniques using Synthetic Minority
Oversampling Technique (SMOTE). To determine le most appropriate and accurate classification in solving class
balance problems, comparisons were made with the Random Forest Classifier (RFC), Logistic Regression (LGR), and
Gradient Boosting E}assifier (GBC) algorithms. The test results in this study are the Random Forest Classifier (RFC)
algorithm is better than other algorithms because it has the highest accuracy the percentage of data-train is 100% and
data-test is 99.99% and the evaluation of the AUC score as a result of algorithm testing is 0.9999.

Keywords: Data Meaning, Fraud Detection, Gradient Boosting Classifier (GBC), Logistic Regression (LGR), Random
Forest Classifier (RFC).

I. INTRODUCTION

Cuiintly, the use of computer technology as a means of supporting transaction activities is very popular according
to the number of credit card users and even as a means of daily payment. Utilization of computer technology is needed
for various kinds of electronic transactions.[1] In the world of technology. the term machine learning is not new.
However, in the era of increasingly rapid technological developments in recent years, the term machine learning has
become increasingly popular and has begun to be studied a lot. One of the functions of machine leaming is to get the
"value" of a data set. This has caused many companies from various industries, especially in the banking sector, to be
interested in applying §hchine learning technology.[2] In terms of the use of machine leaming technology, in this
research process using a credit card fraud registry consisting of 284,807 transactions made by credit card holders in
Europe for two days in progress obtained from the kaggle dataset. Information The dataset contains a highly
unbalanced data set, containing 492 fraudulent transactions, which represents only WZ% of the 284,807 transactions.
For some information about the characteristics of these datasets such as V1, V2.... V28 are the main components that
are obtained with PCA. The "Time" attribute contains the seconds that elapsed between each transaction in tifZflata
log. Attribute "Amount" is the number of transactions, This attribute can be used as paid learning. The attribute “Class
is a response variable and takes the value 1 if fraud occurs and 0 otherwise.[3] With the presentation of the problems
faced in this study is a collection of data with unbalanced categories, which compares 99.80% of the major categories
and 0.2% of the minor categories of the overall transactions that take place. This kind of unbalanced data problem
will be solved by applying a combination of oversampling methods, namely the minority resampling technique using
the synthetic minority oversampling technique (SMOTE).[4] In an approach to solving this type of highly unbalanced
binary classification problem, the first step to take is to remove some records from the majority class, while the second
adds more random copies to the minority class. Both techniques are carried out until the majority and minority classes
are balanced and a balanced class distribution visualization and bar chart are produced with the same data sample in




the minority class.[5][6] The next technique is to get the best algorithm accuracy then simulate it into the bank
payment system. The fraud detection generated in electronic financial {nsactions in this study uses the accuracy of
the machine learning algorithm performance comparison, namely Random Forest Classifier (RFC), Logistic
Regression (LGR), Gradient Boosting Classifier (GBC)[7] these three types of machine learning algorithms will use
a combination of SMOTE parameters for configuration and optimization to get the model with the best accuracy score
and precision score. Furthermore, testing the point confused matrix data for validation (primary data) of each tested
data to test the accuracy of each tested algorithm and the evaluation of the AUC score as a result of algorithm testing
in ensuring the accuracy of the performance of the algorithm being tested.

II. METHOD

The method used in this research is the sample data method. The reason for using this method is because it is the
best way to collect datasets from search results and learn datasets from Kaggle datasets. This research is systematically
divided into several stages of research consisting of data collection (dataset), data processing and reading, modelling,
experimentation and model testing as well as evaluation and validation:

A. Data collection (Dataset)

The dataset contains transactions made with credit cards by cardholders in Europe from the Kaggle dataset. This
register represents transactions that occurred in the last two days, from the information the dataset has 492 fraudulent
transactions, which represented only 0.172% of the 284,807 transactions. For some information about the
[Efwacteristics of datasets like V1, V2,..V28 is the main component obtained by the PCA process. The "Time" attribute
contains the seconds that elapsed between each transaction in the log data. Attribute "Amount" is the number of
transactions, this attribute can be used as paid learning. The 'Class' feature is a response variable and takes a value of
1 if there is fraud and O if there is no fraud.

B. Data processing and reading 7

The data is processed based on the results of data collection and data cleaning processes to overcome data problems
such as data anomalies, missing data values, data redundancy, and inappropriate data. The data is then selected and
grouped by type and function to divide it into training and testing data so that it can be applied to the classification
algorithm that will be tested. Following the approach proposed in previous studies, the first step to be taken is to apply
a resampling method such as SMOTE. The next step is to model the training data. To measure the performance of this
classification algorithm, it is done by using the confusion matrix obtained from the validation process. The validation
results are used to measure the performance of each model. The@esults are obtained from the measurement of the
performance of the model used.[8] The developiBnt carried out in this research is the addition of Machine Learning
(Supervised Learning) algorithms, namely the Random Forest Classifier (RFC), Logistic Regression (LGR) and
Gradient Boosting Classifier (GBC) algorithms by applying a combination of resampling methods such as SMOTE
and the comparison of the confusion matrix values used. Obtained from the validation and evaluation of the model
with the Accuracy AUC value for the training and testing subset of the dataset. So that the results can be illustrated
by visualizing the Area Under ROC (AUROC) as an indicator to measure the performance of the binary number
classifier, which can be explained in Fig. 1.
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Fig. 1 Proposed Research Method

Fig. 1 explain the flow diagram of the model to be proposed. The initial step that will be carried out is adding data
balancing parameters by resampling the sampling process with the oversampling method, namely taking the minority
class in such a way that the proportion in the sample is greater than the original proportion, such as the use of the
Synthetic Minority Oversampling Technique (SMOTE) method on creditfrd datasets.[9] In order for the dataset to
be more balanced, the next step is to model the training data using the Random Forest Classifier (RFC), Logistic
Regression (LGR) and Gradient Boosting ClEjifier (GBC) algorithms as comparison and tested with data through a
validation process. The validation results are used to measure the performance of each algoffhm with the accuracy of
calculating the AUC value. Comparisons are made by comparing the performance of each Random Forest Classifier
(RFC), Logistic Regression (LGR) and Gradient Boosting Classifier (GBC) algorithms to measure the accuracy of
the performance of each resulting algorithm. Classification is also carried out byfomparing the confusion matrix
values obtained from the validation process based on the values of Accuracy. Sensitivity (True Positive Rate),

Specificity (True Negative Rate), Precision (Positive Predictive Value) and also the visualization value of the Area
Under ROC (AUROC).

C. Modelling

Before the training and testing process is carried out, the data is sampled using a combination of the Synthetic
Minority Oversampling Technique (SMOTE) method in dealing with class-imbalanced (class-imbalanced) fields,then
training and data testing will be carried out using the Random Forest Classifier (RFC) classification method. Logistic
Regression (LGR) and Gradient Boosting Classifier (GBC) as well as the accuracy of the AUC evaluation value and
the comparison of the confusion matrix values obtained from the validation process.[10]

1). Synthetic Minority Oversampling Technique (SMOTE). Here are the steps in the SMOTE technigue.
1. Calculate the difference between the vectors of the first instance with the k-nearest neighbours.

2. From the difference multiplied by a random number between 0 to 1.

3. The result of the difference is added to the main vector, so it will create a new instance.
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Fig. 2 Flowchart Synthetic Minority Oversampling Technique (SMOTE)

Fig. 2 describes the flow process of the dataset which is transformed using a combination of the Synthetic Minority
Oversampling Technique (SMOTE) method so that it has the same sample in the minority class. This oversampling
technique aims to multiply the minority class sample so that it is the same as the other majority class by duplicating
the minority class sample randomly. In this method. the sample from the minority class is randomly selected and
duplicated. From the resulting process only increases the size of the minority class by replicating the same information:
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). gndom Forest Classifier (RFC)

The Random Forest Classifier (RFC) algorithm has been widely used in data mining research for both classification
and regression because of its superior performance and simple structure. In general, the development of the Random
Forest Classifier carried out from the bagging process lies in the sorter selection process.[11] In the Random Forest
Classifier, the disaggregation selection involves only a few predictor variables which are taken at random. The
implementation steps of the Random Forest Classifier (RFC) algorithm in this study are described as follows:

1. Use bootstrap resampling with returns with return values to extract n data samples from the initial data set.

2. Compile a classification tree from each resampling bootstrap data set, and determine the best rank based on
randomly selectggfijpredictor variables. The number of randomly selected variables can be determined by
calculating log2 (M + 1), where M is the number of predictors or usage, where p is the number of predictors.

3. Prediction of the classification of the sample data according to the classification tree formed.

Repeat steps 1 to 3 until you get the required number of classification trees. Iteration is done K times.

5. Combining the prediction results of the classification tree based on the majority Voting rule to predict the ranking
of the final sample data:

b

1l). Logistic Regression (LGR)

Logistic Regression Algorithm (LGR) is used in this study as a data analysis and statistical technique that aims
to determine the relationship between several classification variables where the respofffl} variables are categorical,
both nominal and ordinal in the research dataset. The mathematical modelling used in this study aims to analyse the




relationship between many variables and one binary variable in the logistic regression stages to find the logistic
equation in this research which is described in the form of the equation below:[12]
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1V). Gradient Boosting Classifier (GBC)

The Gradient Boosting Classifier (GBC) algorithm in the process of this research method is divided into two

categories, namely refractive error and variance error. Because gradient enhancement is one of the algorithms used to
minimize case classification modelling errors. The Gradient Boosting Classifier (GBC) algorithm can be used to
predict not only continuous target variables (as regression) but also categorical target variables (as classitiers). When
used as aregression the cost function is the mean squared error (MSE). And when used as a classification, the cost
function is a logarithmic loss. The following are the steps to perform the classification using the Gradient Boosting
Classifier (GBC) algorithm in this study: The model is based on a subset of data.

L.
2.
3.

b

Use the model to make predictions on the entire data set.

Calculate the error by comparing the predicted value with the actual value.

Create a new model using the calculated error as the target variable. The goal is to find the best clearance to
minimize error.

The predictions from the new model are combined with the previous predictions.

Calculate the new error using the predicted value and the true value.

Repeat this process until the error function does not change or reaches the maximum estimator:




D. Experiment and Model Testing

The test model carried out in this research is using a computer specification with an Intel Core i5-6200U processor,
CPU @ 2.30 GHz, 8 GB RAM, with Windows 10 64 bit operating system, and Anaconda Navigator analysis tools,
distribution of Python Packages from Continuum Analytics. Experiments and algorithm testing are carried out to
obtain the accuracy of the performance of each tested algorithm by testing the credit card dataset prediction model.

E. Evaluation and Validation

This study will use data-validation measurements (primary da@fijto test the accuracy of each model tested using
the confusion matrix value obtained from the validation process based on the accuracy, Sensitivity (True Positive
Rate), Specificity (True Negative Rate) and Precision (Positive Predictive Value) as a measuring point for testing N
{Brameters in the combination of Synthetic Minority Oversampling Technique (SMOTE) and depth in testing the
Random Forest Classifier (RFC), Logistic Regression (LGR) and Gradient Boosting Classifier (GBC) algorithms and
evaluating the model with The best Accuracy AUC value so that it can guarantee the accuracy performance of each
algorithm that will be tested.

III. RESULTS AND DISCUSSION

In this chapter, we will discuss the results of research conducted using the Anaconda Navigator Python distribution
package application analysis tool from Continuum Analytics. The data will be processed to predict the achievement
of using the accuracy of each proposed algorithm performance by testing the credit card dataset.[13] The dataset used
is data from Kaggle “Credit Card” which has 429 frauds from 284,807 transactions. ThifBtudy was conducted to
produce the highest accuracy value for each performance of the proposed algorithm, namely Random Forest Classifier
(RFC), Logistic Regression (LGR) and Gradient Boosting Classifier (GBC) by comparing the pfformance of these
algorithms and applying a combination of minority class oversampling methods using Synthetic Minority
Oversampling Technique (SMOTE) to solve class-imbalanced data problems (class-imbalanced), and also data-
validation measurement on (primary data) to test the accuracy of each ifffjle] being tested using the confusion matrix
value obtained from the validation process based on the value of Accuracy, Sensitivity (True Positive Rate),
Specificity (True Negative Rate), Precision ( Positive Predictive Value) on the effectiveness of each performance
algorithm tested. As well {€Jevaluating the model with the Accuracy AUC value for the training and testing subset of
the dataset, so that it can determine the performance of each algorithm that is most appropriate and ensures great
accuracy can be used.

A. Feature Engineering and Data Modelling
Distribution of Credit Card Fraud Class
Fraud Class:
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Fig. 3 Unbalanced distribution of fraud classes




Fig. 3 presents the results of the bar chart visualization, it can be seen that the number of valid credit card
transactions is much higher than the number of fraudulent transactions. This is clearly to be expected because fraud
detection is one of the problem domains where the class distribution is inherently unequal. If fraudulent transactions
occur higher than the legal one, this indicates that the banking institution is facing a very serious security breach that
can cause loss of revenue, disruption in operations and loss of reputation or customer trust in the buying, leasing and
banking services. However, in dealing with this very large data imbalance, it can be solved by applying a combination
of minority class oversampling methods using the Synthetic Minority Oversampling Technique (SMOTE) because
otherwise it can hamper the accuracy of the classification model to be tested.

Distribution of Imbalanced Fraud Class Transformed by SMOTE
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Fig. 4 Dataset Transformation Using Synthetic Minority Oversampling Technique (SMOTE)

k. 4 presents the results of the bar chart that has passed the transformation stage using the combination method
of Synthetic Minority Oversampling Technique (SMOTE) as an approach to solving the class-imbalanced type of
binary classification problem. One of the simplest and most widely adopted resampling techniques is oversampling
because by duplicating data from the minority class, so that the number of minority classes approaches the majority
class. Adding more random copies to the minority class. Both techniques §f carried out until the majority and minority
classes are balanced. The minority class oversampling method using the Synthetic Minority Oversampling Technique
(SMOTE) in this study was carried out because it is a complex quality resampling technique and introduces small
variations into the minority class observation copy instead of the exact copy, resulting in a more diverse synthetic
sample.[14]

B. Evaluation and Validation

At this stage, evaluation and validation are carried out. The process results from a model that is measured based
on the accuracy of the classification performance which is evaluated using a confusion matrix, as shown in Table I,
by measuring the accuracy and AUC (Area Under Curve) values of a built model.




TABLE I

CONFUSION MATRIX
Prediction Class Actual Class
No Appropriate
No TP FP
Appropriate FN TN

Table I the predictive confusion matrix can be explained for the actual class, which consi§ of a True Positive (TP)
component as a correctly idefflified positive class, then a False Positive (FP) component is a negative class that is
incorrectly identified, then a False Negative (FN) component is a positive class that has been incorrectly identified
and a True Negative component (TN) is a negative correctly identified class. The evaluation is calculated from the
asults of the confusion matrix with the formula as in "(3)" to "(9)".
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Fig. 5 Confusion Matrix Algorithm Random Forest Classifier (RFC), Logistic Regression (LGR) and Gradient
Boosting Classifier (GBC)

Based on the results of Fig. 5 this study uses a plotting c@fusion matrix for validation of model performance in a
highly unbalanced binary class data set. Validation is done to determine the performance of the algorithm used and
its effectiveness by using a confusion matrix. by testing the results of the validation model based on primary data, the
data visualized from the results of the confusion matrix is presented in color with darker color descriptions the smaller
the correlation value and the lighter the color, the greater the correlation value. The “Class™ attribute in this confusion
matrix can be explained by the response variable by taking the predicted 1s if fraud occurs and the predicted Os if not.
The Confusion Matrix Alg@lithm Random Forest Classifier (RFC) is explained with the displayed values for True
Negatives (TN) of 70607, False Positives (FP) of 21, False Negatives (FN) of 0, True Positives (TP) of 70999.
Meanwhile Confusion M{fjix Algorithm Logistic Regression (LGR) is explained with the displayed value of True
Negatives (TN) of 69349, False Positives (FP) of 1279, False Negatives (FN) of 4710, True Positives (TP) of 66289.
And Confusion Matrix the Gradf@ht Boosting Classifier (GBC) algorithm is explained with the displayed values for
True Negatives (TN) of 70071, False Positives (FP) of 557, False Negatives (FN) of 1094, True Positives (TP) of




69905. From the results of the validation test on the model based on the results of the Confusion Matrix and the
statistics above, it can be seen that the model used is very sensitive, which is actually a concern for banking institutions
because false negatives are more dangerous than false positives.

Of course, in a credit card fraud detection system, an effective performance algorithm with a good degree of
classification accuracy should also have far fewer false positives (FP) because the error can cost the bank billions of
dollars and the customer will likely not use the credit card again.

C. Results

Table 11 is the result of data-evaluation and data-validation of primary data with a comparison of the 3 algorithms
Bed in this study which contains the validation value of the confusion matrix based on the value of Accuracy,
Sensitivity (True Positive Rate), Specificity (True Negative Rate). Precision (Positive Predictive Value) and
evaluation of the AUC score as a result of algorithm testing in ensuring the accuracy of performance on the algorithm
process being tested. AUC obtained from the ROC (receiver operating chacter) curve. The AUC value is used for
classification analysis to dEflimine the best algorithm for predicting the data. The results of this study using three
algorithms for comparison can be seen in the following table:

TABLEII
ALGORITHM COMPARISON RESULTS
No Algorithm Accuracy Evaluation
AUC Validation
Data- Data- B2 nsitivity Specificity Precision
train test (True Positive (True Negative (Positive
Rate) Rate) Predictive
Value)
1 Random Forest 100% 99.99% 09999 100% 99.97% 99.97%
Classifier (RFC)
2 Logistic Regression 95.86%  9577% 09916 93.36% 98.18% 98.10%
(LGR)
3 Gradient Boosting  98.86%  98.83% 0.9994 98 45% 99.21% 99.20%
Classifier (GBC)
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Table IT it can be explained that the best algorithm performance based on the accuracy and AUC values isg.eneraxed
by the Random Forest Classifier (RFC) algorithm with the highest accuracy value at [J0% data-train percentage and
99.99% data-test and point confused matrix data testing. for validation (primary data) Sensitivity (True Positive Rate)
is 1009, Specificity (True Negative Rate) is 99.97%, Precision (Positive Predictive Value) is 99.97% and the
evaluation of the AUC score as a result of algorithm testing is 0.9999, Logistic Regression (LGR) with a data-train
percentage of 95.86% and a data-test of 95.77% and the evaluation of the AUC score as a result of algorithm testing
of 0.9916 while the Gradient Boosting Classifier (GBC) produces an accuracy value with a data-train percentage of
98.86% and data-test of 98.83% and the evaluation of the AUC score as the result of algorithm testing is 0.9994. From
the performance of the data-validation confused matrix g@flerated such as Sensitivity, Specificity, and Precision, the
best algorithm performance accuracy is owned by the Random Forest Classifier (RFC) and Gradient Boosting
Classifier (GBC) algorithms. Meanwhile. logistic regressE# (LGR) has the worst performance from all evaluations
(accuracy, sensitivity, specificity, precision, and AUC). Based on the results of the evaluation and Bjtest, Logistic
Regression (LGR) and Gradient Boosting Classifier (GBC) have significant differences, in contrast to Random Forest
Classifier (RFC) and Gradient Bof$ting Classifier (GBC) which do not have significant differences. So the results of
testing on the credit card dataset, the algorithm that has the best performance is the Random Forest Classifier (RFC)
algorithm, while the Logistic Regression (LGR) algorithm have poor performance. TIff§ study confirms from previous
research which explains that in solving credit card fr}d classification problems the algorithm that has the best
performance is the Neural Network algorithm with an accuracy value of 93.59% and an AUC score of 0.977.[15]
Thus, in this study, it is explained that the results of research using the Random Forest Classifier (RFC) algorithm
provide higher accuracy results than previous studies using the Neural Network algorithm with an accuracy value on
the data-train percentage of 100% and data-test of 99.99% and the evaluation of the AUC score as the result of testing
the algorithm is 0.999 so that it has a better performance effectiveness on the credit card fraud dataset.




D. Visualizing the ROC Curve

Receiver operating characteristics (ROC) curves are often used as indicators to measure the performance of
binary number classifiers. This is not a matrix model, but rather graphical representation of true positive (TPR) and
false positive (FPR) values with different rating thresholds from 0 to 1.

ROC Curve for 3 Binary Classification Models
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Fig. 6 Visualization with ROC Curve

Fig. 6 explain that the Area Under the Curve (AUC) value has one of the most common matrices for evaluating
models, where a value close to the baseline 0.5 is equivalent to randomly guessing whether the transaction is fraudulent
or not, and a value close to a predicted 1 is suggestive of a high performance model. In other words, as a general rule
a good binary classification model will be as far as possible from the baseline model towards the upper left corner
with the vertical line angle length and the horizontal line true positive rate reaching 100 or 1.0. The baseline value
(AUC) which is in Figure 0.5 if the accuracy of the test produced by the model is less than 0.5, it illustratesgfhat the
effectiveness of the algorithm being tested is not good. From the ROC curve above, it can be seen that the Random
Forest Classifier (RFC) and Gradient Boosting Classifier (GBC) algorithms have the highest AUC values while
Logistic Regression (LGR) has poor performance, even though it is already above the baseline (AUC) value of all
data-evaluation and data-validation of the primary data tested on the cf#Jit card dataset. With the results of the
percentage evaluation of the AUC score as the result of model testing, the RaEm Forest Classifier (RFC) algorithm
produces an AUC score of 0.9999, the Gradient Boosting Classifier (GBC) produces an AUC score of 0.9994 and
Logistic Regression (LGR) 0.9916. Thus making the Random Forest Classifier (RFC) algorithm the best model to
accurately predict differences between classes.




IV. CONCLUSION

B The conclusions obtained in this study are the results of a comparison of the classification of three algorithms
(Random Forest Classifier (RFC), Logistic Regression (LGR) and Gradient Boosting Classifier (GBC)) to classity
credit card fraud datasets. The data used are 284,807, the dataset is unbalanced. So data balancing is carried out by
applying a sample to the classification model created. The test results show that the Random Forest Classifier (RFC)
algorithm produces the highest accuracy value, with the data-train percentage of 100% and data-test of 99.99% and
the evaluation of the AUC score as the result of algorithm testing is 0.9999, Logistic Regression (LGR ) with a data-
train percentage of 95.86% and a data-test of 95.77% and the evaluation of the AUC score as a result of algorithm
testing is 09916 while the Gradient Boosting Classifier (GBC) produces an accuracy value with a data-train
percentage of 98.86% and data-test of 98.83% and the evaluation of the AUC score as a result of testing the algorithm
is 0.9994. From the accuracy values mentioned, it can be seen that the three algorithms are not over fit, which is an
indication that the model is performing well. Thus, in this case the researcher's goal is to have a model defined to beat
the baseline model accuracy of 99.80% on previiBlisly unseen data. So, by comparing the test accuracy values of each
model with the accuracy of the baseline model, it can be observed that the Random Forest Classifier (RFC) algorithm
has a higher accuracy value than the baseline model which is assumed to predict every transaction to be non-fraudulent.
And the Random Forest Classifier (RFC) algorithm seems to perform better on invisible data because it has a higher
test accuracy value. Suggestions that can be given from this research for the development of further research by
considering this tradeoft, it is expected to develop a model that is effective in filtering electronic transactions by using
other algorithms to overcdflle class-imbalanced data before being applied to the selected classification algorithm. In
addition, comparing the Random Forest Classifier (RFC), Logistic Regression (LGR) and E&jdient Boosting
Classifier (GBC) algorithms can be performed on other types of datasets to strengthen and prove the findings in this
study.
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