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Abstract - The tourism sector in Indonesia experienced 

growth and made a positive contribution to the national 

economy, but this growth has yet to reach its target. 

Therefore, the government of Indonesia has implemented 

a sustainable tourism development program by 

establishing ten priority tourism destinations. Aspect-

based sentiment analysis (ABSA) towards tourist 

attraction reviews can assist the government in developing 

potential goals. The ABSA process compares with two deep 

learning models (LSTM and Bi-LSTM), which are 

considered to obtain good performance in text analysis. 

The shortcomings of previous ABSA research should have 

examined the performance of the aspect classification and 

sentiment classification models sequentially. This makes 

the performance obtained from the ABSA task invalid. 

Thus, this study is conducted to determine the version of 

the aspect classification model and the sentiment 

classification model individually and simultaneously. This 

study aims to develop an aspect-based tourist attraction 

sentiment analysis as an intelligent system solution for 

sustainable tourism development by applying the binary 

relevance mechanism and the best deep learning model 

from LSTM or Bi-LSTM. The test results showed that Bi-

LSTM was superior in aspect and sentiment classification 

individually and simultaneously. Likewise, the aspect 

classification and sentiment classification test results 

sequentially Bi-LSTM outperformed that of LSTM. The 

average accuracy and f1 score of Bi-LSTM are 92.22% and 

71,06%. Meanwhile, LSTM obtained 90,63% of average 

precision and 70,4% of f1 score. 

 
Keywords: Aspects-based sentiment analysis, LSTM, Bi-

LSTM, tourism 

I. INTRODUCTION 

Indonesia’s tourism sector is experiencing growth 

and positively contributing to the national economy. But, 

according to the Travel and Tourism Competitiveness 

Index (TTCI) ranking, Indonesia was ranked 40th in 

2019, which still lags behind Singapore, Malaysia, and 

Thailand [1]. In comparison, tourism is now a global 

industry that involves millions of people in international 

and domestic travel every year. Therefore, tourism 

development strategies are essential to pay attention to in 

building sustainable tourism [2]. 

The Government of Indonesia has implemented a 

sustainable tourism development program by 

establishing ten priority tourism destinations since 2016. 

However, in their development, ten priority tourist 

destinations need help [3]. The issue of this tourist 

attraction needs to be monitored by the government and 

stakeholders of the tourism industry so that the 

problematic aspects of a tourist attraction get special 

attention. Information related to the issue of tourist 

attractions can be obtained from tourist reviews on social 

media. Therefore, an aspect-based sentiment analysis 

application is needed to summarise visitor reviews based 

on the aspect categories and then conduct sentiment 

analysis with the result that a percentage of positive or 

negative of each specified aspect is obtained [4]. 

Aspect-Based Sentiment Analysis (ABSA) is a 

process of extracting the polarity of opinion according to 

the specific aspect. There are two main processes in 

ABSA, such as the aspect extraction and the 

classification of sentiment aspect [5]. 

ABSA commits the analysis in several procedures. 

Aspect extraction using contextual features is 

implemented in research [6]-[7]. Studies of [8]-[9] 

proposed Conditional Random Field (CRF) models to 

obtain the best sequence of POS taggers in ABSA 

research. While in research [10]-[11], CRF is used to 

aspect opinion target expressions (OTEs) extraction 

before sentiment classification is done. Furthermore, the 

study researched the performance of several dependency 

relations of aspect extraction with POS tag patterns in 
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ABSA [12]. Another feature extraction, ABSA, also can 

be solved by the binary relevance strategy. The binary 

relevance strategy is suitable for transforming multi-

label problem classification into binary classification. 

The binary relevance technique builds models for as 

many classes as aspects, and each aspect acquires its 

classification model [13]-[14]. 

Research of ABSA is generally solved using machine 

learning and deep learning. There are several 

experimentations of ABSA which use a Support Vector 

Machine (SVM) [15]-[17]. Meanwhile, the study [18] 

explained the various machine learning techniques on 

ABSA, which use numerous domain data. The 

development of machine learning that produces deep 

learning has also become a concern in the ABSA field. 

Further, deep learning is currently adopted to handle 

ABSA, such as in research [19]-[20]. LSTM (Long 

Short-Term Memory) as a deep learning model proves 

that it obtains good performance in text data [21]. LSTM 

was further developed into Bidirectional Long-Short 

Term Memory (Bi-LSTM). The study of text data 

analysis of various languages showed that Bi-LSTM 

offers better accuracy than the usual LSTM method [22]-

[24]. 

Several studies regarding the ABSA system for the 

Indonesian language with numerous target domains have 

been executed recently. Reviews of Indonesian 

restaurants as datasets are used in studies [8] and [25]. 

While in studies [26], [14], [27], the ABSA method 

handles datasets in the form of Indonesian marketplace 

reviews. Furthermore, there are several target domains in 

the Indonesian language, namely hotel reviews [14], 

digital wallet reviews [28], and tweets about Indonesian 

presidential elections [17]. Moreover, studies [29]-[30] 

adopted the ABSA method for Indonesian tourism 

destination reviews. 

Previous research regarding ABSA for tourism 

destination review [29]-[30] did not use reviews of 10 

priority destinations in the Indonesian government 

program. In addition, research [30] entirely adopted 

machine learning for ABSA. LSTM and Bi-LSTM as 

deep learning provide better performance than classical 

machine learning in text analysis. Hence, comparing 

LSTM and Bi-LSTM is essential to examine in ABSA 

research. Another area for improvement is the 

shortcomings of previous ABSA research [13]-[14] that 

should have read the performance of the aspect 

classification and sentiment classification models 

sequentially. Still, it only individually examined the 

performance of the aspect and sentiment classification 

models. While in the ABSA process with the relevance 

strategy mechanism, a document requires aspect and 

sentiment analysis simultaneously, which is not separate 

and stand-alone. In previous research [13]-[14], the 

evaluation of models was measured through accuracy, 

whereas dataset imbalance often occurs in ABSA cases. 

Evaluation models based on the F1 score should be done 

on datasets in the ABSA process that often need to be 

more balanced. So, a specific solution is required to 

develop an aspect-based sentiment analysis model for ten 

priority tourist destinations using LSTM and Bi-LSTM 

with a binary relevance strategy mechanism where the 

evaluation of the resulting model focuses on the f1 score. 

Meanwhile, model evaluation is conducted to determine 

the performance of the aspect classification model and 

the sentiment classification model individually and 

simultaneously. 

This study aims to generate the best deep learning 

models for ten priority tourist destination reviews using 

a binary relevance strategy to solve multi-label 

classification. In this study, ABSA using a binary 

relevance strategy will develop four models of aspect 

classification: attraction, accessibility, facility, and 

accommodation. This study likewise produces a 

sentiment classification model with two positive and 

negative polarities for every aspect. In addition, this 

research will also show the performance comparison of 

LSTM and Bi-LSTM on the ABSA process used for 

aspect classification, for sentiment classification of each 

aspect, as well as the performance of aspect classification 

and sentiment classification sequentially, which previous 

research has yet to do.  

The contributions of this study are to produce a 

labelled corpus based on aspect category (attraction, 

accessibility, facility, and accommodation) and 

sentiment classification (positive or negative) of tourist 

destination reviews in the Indonesian language also 

reveals that the Bi-LSTM method performs better than 

LSTM for ABSA of tourist destination reviews in the 

Indonesian language. This research produces the eight 

best Bi-LSTM models of aspect and sentiment 

classification. Further, the eight best Bi-LSTM were 

obtained to classify the aspect categories and sentiments. 

In addition, this study also executes aspect classification 

and sentiment classification in sequence, resulting in the 

performance of aspect classification and sentiment 

classification models in sequence, which has yet to be 

done in previous research. 

II. METHOD 

To analyse ABSA tasks, this research suggests two 

primary approaches using deep learning methods: (i) a 

long short-term memory method (LSTM) and (ii) a 

bidirectional long short-term memory method 
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(BiLSTM). Before the training process, the data is pre-

trained first using word2vec. At the same time, the 

dataset used in this research is built by scraping and 

manually labelling data by experts. This research 

comprises six stages shown in Fig. 1. 

A. Data Collection 

Data collection in this study is done by collecting 

reviews of 10 priority attractions gathered from the 

Tripadvisor website using the web scraping method [31]. 

The ten priority tourist attractions are Lake Toba, 

Mandalika, Morotai, Tanjung Lesung, Labuan Bajo, 

Thousand Island, Wakatobi, Tanjung Kelayang, Bromo 

Tengger Semeru, and Borobudur [3]. Web Scraping is 

downloading documents from full web pages for more 

specific data retrieval or taking certain parts of a website. 

Knowledge of a website's HTML (Hypertext Markup 

Language) elements is needed to obtain the appropriate 

data. Automatic web scraping can automatically retrieve 

data from the website to speed up data collection. This 

scraping process uses Python libraries called 

BeautifulSoup [31]. 

B. Pre-processing  

Text pre-processing aims to clean and tidy up the 

data, making it easy to use in the following process. The 

following are the stages of pre-processing. The first, case 

folding, converts all the letters’ characters in a sentence 

to lowercase. The second filtering eliminates illegal 

document characters such as punctuation, symbols, 

numbers, etc. The third, tokenisation, is breaking a text 

document into tokens word-for-word. The fourth, Slang 

word conversion is the process of changing non-standard 

words into common words, is a stage of slang word 

conversion. The fifth, Stop-word removal, is taking 

important words and removing words considered 

unimportant. Stop-word removal aims to eliminate 

words that often appear but have no contribution to the 

data analysis [32]. The last, stemming, is mapping and 

decomposing a word’s form into its base word form. The 

Nazief and Andriani algorithms are used in the stemming 

process, a special stemming algorithm for Indonesian 

text with a better accuracy percentage than others [33].

 

 

Fig. 1 Research procedure 
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C. Word Embedding  

Word embedding is required feature extraction before 

the data is processed by deep learning methods (in this 

study: LSTM and Bi-LSTM). Word2Vec, as one of the 

word embedding algorithms, is chosen because it can 

capture the semantic meaning of the text well, and each 

related word is characterised by similar vectors [34]. 

Word embedding is divided into sentence conversion and 

pre-training Word2vec. Conversion of sentences starts 

from the word dictionary, converting sentences to 

numeric and padding. Meanwhile, pre-training 

Word2vec uses data from Indonesia Wikipedia 

(http://dumps.wikimedia.org/). The Word2vec in this 

study is the same as in the study [35], consisting of 

Continuous Bag of Word (CBOW), Hierarchical Soft-

max, and 200 dimensions. 

D. Hyperparameters Tuning 

The hyperparameter tuning is expected to produce 

optimal parameters to make the best model. This process 

aims to find hyperparameters that provide a model of the 

data [36].  This Hyperparameters tuning is accomplished 

using the GridSearchCV library. This research’s 

parameters include learning rate, dropout probability, 

and batch size. The GridSearchCV method finds a 

classifier’s ideal parameters so that a model can correctly 

predict certain unlabeled data. The GridSearchCV 

approach is among the most effective for finding the 

ideal mix of the various hyperparameters in the 

classification model [37].  

E. Modelling 

This study implemented a binary relevance strategy 

to handle the problem of multi-label classification [38]. 

Therefore, the ABSA process is divided into a model 

generation of aspect classification and a model 

generation of sentiment classification. In our study, four 

models of aspect classification are built according to the 

number of aspects, and four models of sentiment 

classification on each aspect. Every model was 

constructed through LSTM and Bi-LSTM, resulting in 

16 models.  Each classification model is built through 

two approaches, namely (i) LSTM and (ii) BiLSTM. 

LSTM is a Recurrent Neural Network (RNN) variant. 

LSTM was developed to solve the vanishing gradient 

problem commonly found in conventional RNNs [39]. 

LSTM uses three gates, namely the input gate, forget 

gate, and output gate, to control the use and update of the 

previous text information. Memory cells and three gates 

are designed to allow LSTMs to read, store and update 

previous information [39]. Bi-LSTM is a transformation 

over the LSTM. The properties of LSTM serialisation 

processing information cause information to be 

processed sequentially, making it impossible to access 

the future context and synthesise context data, which 

impacts the prediction effect. While Bi-LSTM suggests 

using two LSTM networks to train simultaneously, one 

training sequence begins from the front and the other 

starts from the back. The two training sequences are 

connected to the same output layer, allowing each point's 

past and future information to be combined [23]-[24]. 

The Difference between LSTM and Bi-LSTM is that 

LSTM only processes data in one direction, while Bi-

LSTM processes data back and forward. The LSTM 

training process uses one model, while the Bi-LSTM 

training process uses two. The first model learns the 

sequence of the input provided, and the second model 

learns the reverse of that sequence. Therefore, Bi-LSTM 

requires combining them [23].  

F. Evaluation 

Evaluation cover three stages of testing carried out; 

the first is testing by determining the best parameters on 

the LSTM and Bi-LSTM architecture. Then those 

parameters will be used for testing the performance of 

LSTM compared to Bi-LSTM. The third testing stage is 

to test the aspect and sentiment classification model 

sequentially. 

First, tuning hyperparameters evaluation which is 

determining the best parameters of LSTM and Bi-LSTM 

requires tuning hyperparameters using the library 

GridSearchCV. This library aims to find the parameters 

which produce the most accuracy [37]. Second, testing 

models of aspect classification and sentiment 

classification. this study's training and testing data use a 

stratified cross-validation method [40] which uses k=5. 

Thus, the highest accuracy generated on each fold will 

be stored in a variable. While the evaluation value of 

models is obtained from the average accuracy, precision, 

recall and f1 score on each fold. Third, testing aspect 

classification model and sentiment classification model 

in sequential. The last test is to obtain sequentially the 

best performance of the classification and sentiment 

classification models. The aspect label is "1" (true) or is 

detected as having an attraction aspect; then, sentiment 

data will be called and followed by the sentiment 

classification stage using the sentiment attraction 

classification model previously generated. The output of 

this sentiment classification will generate sentiment 

labels “1” (positive) and “0” (negative). However, if the 

detected aspect is “0” (false) or not detected as having an 

attraction aspect, the label of that aspect will be changed 

to “-1”. In this testing, the data is divided into 80% 

training data and 20% as test data. This distribution of 

http://dumps.wikimedia.org/
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data is based on the scaling law discovered by Guyon 

[41]. After that, this sequential test obtains the value of 

accuracy, precision, recall and f1 score. 

III. RESULT AND DISCUSSION 

In this study, testing will be carried out by searching 

for the best parameters in the LSTM and Bi-LSTM 

architecture. Then those parameters will be used for 

performance testing of the LSTM architecture compared 

to Bi-LSTM architecture. 

A. Data Distribution 

This study used data reviews of 10 priority attractions 

crawled from tripadvisro.com in the dataset. The data is 

divided into two files and labelled according to the 

category of aspects. The first data is aspect category data 

labelled "1" (true) and "0" (false) to detect whether a 

document has an aspect category or not. The second data 

is sentiment data labelled "1" (positive) and "0" 

(negative) to detect sentiment polarity in each of the 

detected aspect categories. The distribution of the aspect 

category classification dataset in this study can be seen 

in Table I.  Then, the data will be divided into training 

and test data. Meanwhile, the training data will be 

divided again into 80% of the training data: 20% of the 

testing data with validation data and the remaining data 

used for training data. 

The labels on the sentiment classification dataset 

consist of positive (1), negative (0), and none (-1) 

sentiment polarities. The missing label (-1) in the 

sentiment classification dataset is a label that defines the 

absence of detectable aspects in a document. The 

distribution of sentiment classification datasets with 

positive (1) and negative (0) sentiment polarities can be 

seen in Table II. 

B. Hyperparameters Tuning Evaluation 

Hyperparameter tuning is a stage to search for 

parameters that produce the best accuracy, precision, 

recall, and f-measure of the LSTM architecture. 

The value of the hyperparameters used in tuning is a 

range of values considered optimal in each aspect. Then, 

the value will be tested on all aspect categories to find 

the optimal value. Tuning is done using 

the GridSearchCV library.  This library aims to find the 

parameters that produce the best accuracy. Parameters 

can be seen in Table III. 

Table IV describes the results of hyperparameters 

tuning to perform aspects classification using either 

LSTM or Bi-LSTM. For LSTM, the optimal 

hyperparameters have a learning rate of 0.01, 0.001 and 

0.0001, while for dropout is 0.7 and 0.2, while for batch 

size is 3, 32, and 64. The hyperparameters for each aspect 

classification can be seen in Table IV, where the 

hyperparameters of each aspect will be used in the LSTM 

training process for aspect classification. 

The ideal hyperparameters for Bi-LSTM have 

learning rates of 0.001 and 0.0001, dropout rates of 0.5 

and 0.2, and batch sizes of 32 and 64, respectively. Table 

V details the hyperparameters for each aspect and will be 

applied in the Bi-LSTM training phase for aspect 

classification to determine how each aspect should be 

classified. 

The results of hyperparameter calibration for 

sentiment classification using either LSTM or Bi-LSTM 

are shown in Table V. The ideal hyperparameters for 

LSTM have learning rates of 0.001, dropout rates of 0.2 

and 0.5, and batch sizes of 3, 32, and 64. Table V, where 

the hyperparameters of each aspect will be implemented 

in the LSTM training stage for sentiment classification 

in each aspect. 
 

TABLE I 

DISTRIBUTION OF ASPECT CLASSIFICATION 

DATASETS 

Categories Aspects 
Label 

True (1) False (0) 

Attractions 4354 193 

Accessibility 723 3824 

Facility 836 3711 

Accommodation 569 3978 

 

TABLE II 

DISTRIBUTION OF SENTIMENT CLASSIFICATION 

DATASETS 

Categories 

Aspects 

Polarity of Sentiment 

None (-) Negative (0) Positive (1) 

Attraction 193 210 4144 
Accessibili

ty 

3824 215 508 

Facility 3.711 190 646 

Accommo

dation 

3.978 110 459 

 
TABLE III 

VALUE OF HYPERPARAMETERS   

No. Parameters Value 

1. Learning rate 0.1, 0.01, 0.001, 0.0001 

2. Dropout 0.2, 0.5, 0,7 

3. Batch Size 3, 7, 15, 32, 64 

 

 

 

 



JUITA: Jurnal Informatika e-ISSN: 2579-8901; Vol. 11, No. 1, May 2023 

32  Aspect-Based Sentiment … | Af’idah, D.I., Anggraeni, P.D., Rizki, M., Setiawan, A.B., Handayani, S.F., 27 – 36  

TABLE IV 

EVALUATION OF HYPERPARAMETERS TUNING FOR ASPECT CLASSIFICATION  

 LSTM Bi-LSTM 

Aspects Learning Rate Dropout Batch size Accuracy Learning Rate Dropout Batch size Accuracy 

Attraction 0.0001 0.7 3 95.79% 0.001 0.2 64 95.82% 

Accessibility 0.01 0.7 32 84.49% 0.001 0.5 32 84.95% 

Facility 0.0001 0.2 3 83.00% 0.0001 0.2 32 82.87% 

Accommodation 0.001 0.2 64 90.26% 0.001 0.2 64 90.76% 

 

For Bi-LSTM, learning rates of 0.001, dropout rates 

of 0.5 and 0.2, and batch sizes of 3, 32 and 64, 

respectively, are the best hyperparameter values. The 

hyperparameters for each aspect that will be applied 

during the Bi-LSTM training phase for sentiment 

classification are listed in Table V. 

C. Result of ABSA Modelling Using LSTM and Bi-

LSTM 

An optimal hyperparameter for aspect classification 

is used to conduct training on LSTM and Bi-LSM for 

aspect classification. Likewise, in every aspect, optimal 

hyperparameters for sentiment classification are used to 

conduct training on LSTM and Bi-LSM sentiment 

classification. The training process uses stratified cross-

validation with a k = 5. The method of 5-cross validation 

divides the data into 5 data partitions. Furthermore, 

training will be carried out on the model, and an 

evaluation will be carried out on the model by displaying 

the average results of accuracy, precision, recall and f-

measure for each fold. Because the training uses 

stratified cross-validation, detecting the highest k-fold is 

necessary. The model formed from the highest k-fold is 

loaded and stored in pickle form to be used in the 

following process. The next process is to load 4 LSTM 

models and 4 Bi-LSTM models for aspect classification. 

Also, add load 4 LSTM models and 4 Bi-LSTM models 

for sentiment classification. Therefore, this modelling 

process produces 16 models, as shown in Table II. 

D. Aspect Classification Evaluation 

Tuning hyperparameters is a stage to search for 

parameters that produce the best accuracy, precision, 

recall, and f-measure of the LSTM and Bi-LSTM 

architecture. The value of the hyperparameters used 

in tuning is a range of considered values. 

The summary of the aspect classification test result is 

depicted in Table VI. Aspect category classification 

testing using LSTM and Bi-LSTM yielded precision, 

recall, and f1 score values. The best F1 score was 

obtained in testing aspects of attraction in classifying 

aspects using Bi-LSTM. F1 score for accessibility, 

facility and accommodation on the classification of 

aspects using Bi-LSTM got lower results. The best value 

of the F1 score is 97.99% on attraction aspects using Bi-

LSTM. The test results showed that Bi-LSTM performs 

better than LSTM in aspect classification. Bi-LSTM 

obtained average accuracy values, and the f1 score 

outperformed 89,49% and 63,66%. While average values 

of accuracy and f1 score using LSTM are 89,23% and 

60,49%. 

 

E. Sentiment Classification Evaluation 

The summary of the sentiment classification test 

result is depicted in Table VII. Sentiment classification 

testing using LSTM and Bi-LSTM yielded precision, 

recall, and f1 score values. The best deal of F1 score was 

obtained in testing aspects of accessibility in the 

classification of the sentiment using Bi-LSTM. Aspects 

of attractions, facilities, and accommodation on the 

classification of aspects using Bi-LSTM got lower 

results. The best value of the F1 score is 61.86% on 

accessibility aspects using Bi-LSTM. The best micro 

average on sentiment classification is 55.78% using Bi-

LSTM. Table VII shows that Bi-LSTM can improve the 

F1 score by 1.34% and the accuracy value by 2%.

TABLE V 

EVALUATION OF HYPERPARAMETERS TUNING FOR SENTIMENT CLASSIFICATION  

 LSTM Bi-LSTM 

Aspects Learning Rate Dropout Batch size Accuracy Learning Rate Dropout Batch size Accuracy 

Attraction 0.001 0.5 3 95.20% 0.001 0.2 3 95.00% 

Accessibility 0.001 0.2 32 70.58% 0.001 0.5 32 70.76% 

Facility 0.001 0.5 3 78.59% 0.001 0.5 32 77.39% 

Accommodation 0.001 0.2 64 83.08% 0.001 0.2 3 81.54% 



JUITA: Jurnal Informatika e-ISSN: 2579-8901; Vol. 11, No. 1, May 2023 

Aspect-Based Sentiment … | Af’idah, D.I., Anggraeni, P.D., Rizki, M., Setiawan, A.B., Handayani, S.F., 27 – 36  33 

TABLE VI 

EVALUATION OF ASPECT CLASSIFICATION 

Aspects 

Aspect Category Classification (LSTM) Aspect Category Classification (Bi-LSTM) 

Test 

Accuracy 
Precision Recall F-1 

Test 

Accuracy 
Precision Recall F-1 

Attraction 95.93% 96.56% 99.31% 97.92% 96.09% 96.47% 99.57% 97.99% 

Accessibility 83.85% 49.15% 19.86% 28.29% 86.06% 64.02% 37.57% 46.41% 

Facility 85.37% 64.60% 43.98% 52.33% 84.90% 63.76% 43.53% 51.61% 

Accommodation 91.76% 68.42% 59.09% 63.41% 90.90% 67.10% 52.12% 58.62% 

Micro Average 89.23% 69.68% 55.56% 60.49% 89.49% 72.84% 58.20% 63.66% 

TABLE VII 

EVALUATION OF ASPECT CLASSIFICATION 

Aspects 

Sentiment Classification (LSTM) Sentiment Classification (Bi-LSTM) 

Test 

Accuracy 
Precision Recall F-1 

Test 

Accuracy 
Precision Recall F-1 

Attractions 94.60% 94.60%  94.60%  51.96%  96.10% 96.10%  86.44%  57.03%  

Accessibility 67.59% 67.59%  67.59%  56.33%  73.79% 73.79%  69.48%  61.86%  

Facility 76.19% 76.19%  76.19%  52.05%  75.60% 75.60%  66.48%  51.80%  

Accommodation 79.82% 79.82%  89.55%  57.41%  80.70% 80.70%  68.52%  52.44%  

Micro Average 79.55% 79.55% 81.98% 54.44% 81.55% 81.55% 72.73% 55.78% 

F. Evaluation of Aspect Classification and Sentiment 

Classification Sequentially 

Sequential analysis of the classification of aspect and 

sentiment categories is a test carried out in a multilevel 

manner with sequential analysis load against aspect and 

sentiment models trained in the previous stage. The 

classification of aspect categories is carried out first and 

then continued with the type of sentiments. 

The test results on the classification of aspect 

categories and sentiment sequentially in some aspects 

also produce precision, recall, and f-measure, as shown 

in Table VIII. The test results showed that Bi-LSTM 

performs better than LSTM in aspect and sentiment 

classification sequentially. Bi-LSTM attained average 

accuracy values, and the f1 score outperformed 92,22% 

and 71,06%. While average values of accuracy and f1 

score using LSTM are 90,63% and 70,42%. 

 

G. Comparison of LSTM Results and Bi-LSTM Results 

Based on the research, aspect-based sentiment 

analysis using the Bi-LSTM method performed quite 

well in aspect classification. The calculation of 

classification performance using micro averages obtained 

accuracy, and the f1 score results in the aspect 

classification using Bi-LSTM were 89.49% and 63,66%, 

respectively, better than LSTM. Meanwhile, in the 

sentiment classification using LSTM, the accuracy and 

f1 score value was slightly lower than that of Bi-

LSTM. Then, aspect and sentiment classification 

sequentially evaluate that Bi-LSTM obtained better 

accuracy and f1 scare than LSTM. This shows that Bi-

LSTM is more powerful than LSTM in ABSA research 

on Indonesian tourist attraction reviews. Attraction 

reviews on tripadvisor.com are usually in the form of 

long sentences, thus requiring a Bi-LSTM that can recall 

data back and forth.

 
TABLE VIII 

EVALUATION OF ASPECT CLASSIFICATION AND SENTIMENT CLASSIFICATION SEQUENTIALLY 

Aspects 

Sequential LSTM  Bi-LSTM 

Test 

Accuracy 

Precision Recall  F-1  Test 

Accuracy 

Precision Recall  F-1  

Attractions 93.74%  93.98%  99.52%  96.67%  94.50%  94.55%  99.76%  97.08%  

Accessibility 86.15%  64.29%  31.58%  42.35%  89.34%  56.86%  37.17%  44.96%  

Facility 86.26%  55.98%  59.53%  57.70%  91.75%  73.43%  75.20%  74.30%  

Accommodation 96.37%  86.32%  84.97%  84.97%  93.29%  74.32%  62.50%  67.90%  

Micro Average 90,63% 75,14% 68,58% 70,42% 92,22% 74,79% 68,66% 71,06% 
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IV. CONCLUSION 

Our research proposed Bi-LSTM to conduct an 

ABSA task based on reviews of 10 prioritised tourist 

attractions with a binary relevance mechanism. On 

aspect and simultaneous sentiment classification, Bi-

LSTM obtained an accuracy value of 92.22% and an f1 

score of 71.06%. This research also produces the eight 

best Bi-LSTM aspect and sentiment, classification 

models. The parameters of this study's eight best Bi-

LSTM models have also been optimised using the 

hyperparameters tuning method. Furthermore, these 

models can be implemented to perform ABSA tasks on 

other tourist attraction review data. Meanwhile, another 

concern is that all models obtain high accuracy above 

70% but still have lower F1 scores, hence using an 

imbalanced dataset. Future research should be conducted 

on ABSA for this dataset by using the method of 

handling imbalanced data. 
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