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Abstract - The increasing number of cyber attacks will 

result in various damages to the functioning of 

technological infrastructure. A prediction model for the 

number of cyber attacks based on the type of attack, 

handling actions and severity using time-series data has 

never been done. A deep learning-based LSTM prediction 

model is proposed to predict the number of cyberattacks 

in a time series on 3 evaluated data sets MSLE, MSE, 

MAE, RMSE, and MAPE, and displays the predicted 

relationships between prediction variables. Cyber attack 

dataset obtained from kaggle.com. The best prediction 

model is epoch 20, batch size 16, and neuron 32 with the 

lowest evaluation value on MSLE of 0.094, MSE of 9.067, 

MAE of 2.440, RMSE of 3.010, and MAPE of 10.507 (very 

good model because the value is less than 15) compared 

other variations. There is a negative correlation for 

INTRUSION-MALWARE, BLOCKED-IGNORED, 

IGNORED-LOGGED, and LOW-MEDIUM. The 

predicted results for the next 12 months will increase 

starting from the second month at the same time. The 

resulting predictions can be used as a basis for policy and 

strategy decisions by stakeholders in dealing with 

fluctuations in cyber attacks that occur. 
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I. INTRODUCTION 

Cybersecurity is a major problem for every service 

operating online [1] throughout the world [2] which has 

a detrimental impact on society [1]. Cybersecurity is 

challenged to accept the possibility and understand the 

occurrence of attacks in complex systems [3]. Threat 

intelligence properties are used to improve overall cyber 

security [4]. The demand for cyber security and 

protection against various types of cyber attacks is 

increasing according to the needs of the cyber world [5]. 

Hackers are targeting more organizations with a variety 

of distinct cyberattacks [2]. Cybersecurity experts are 

placing greater emphasis on approaches to assessment 

and mitigation [6]. Cybersecurity professionals have a 

duty to protect organizational data [7] in more ways [2]. 

Cybersecurity is related to the protection of data, 

information systems and digital assets of an organization  

[8]. A complete and related knowledge format is used to 

extract concepts and entities found in cyber security 

attacks [9]. Cyber attacks are an important system 

security challenge [10] and the biggest problem in the 

world [11]. Cyber attacks can occur intentionally and/or 

unintentionally [8] with targets increasing exponentially 

[12] as technology advances [8] with very bad impacts 

[13]. Attackers began to use non-standard schemes to 

implement attacks and employees of organizations as 

intermediaries to reduce the efficiency of breach 

detection [12]. Cyberattacks monitor overall application 

behavior using distributed tracing and detect anomalous 

cyberattack activity by calculating the frequency 

distribution of unique traces [2]. Criminals exploit 

weaknesses [14] or use the distinctive characteristics of 

emerging technologies [13]. Data protection and security 

is a big challenge in the modern technical world against 

cyber attacks [8]. Cyber attacks that often occur are 

ransomware, malware, social engineering, phishing, 

cryptojacking, zero day exploit, cross-site scripting 

(XSS), drive-by-downloads [14], man-in-the-middle, 

DDoS [6], port scan, bot, brute force, SQL injection, and 

heart bleed [8]. The increasing number of cyber attacks 

will result in various damages to the functionality of 

technological infrastructure [15]-[16].  

Attack prediction can basically be done in two ways, 

namely a statistical approach and an algorithmic 

approach [7]. Cyber attack prediction strategies can be 

provided by artificial intelligence [14], machine learning 

[10], and deep learning [14], [1]. Advanced cyber attack 

prediction based on Network Intrusion Detection 

Systems (NIDS) Intrusion Alert uses the intrusion Alert 

Correlation (AC) taxonomy with the result of providing 

a timely, concise and high-level view of the network 

security situation [17]. Prediction of cyber attacks with 

an intrusion detection system uses an artificial neural 

network (ANN) with an accuracy rate of 99% [1]. The 
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Rotational Region Convolution Neural Network 

(R2CNN) model is used to predict the onset of cyber 

attacks on large connected IoT devices with results in 

increased accuracy and performance [18]. Prediction of 

computer attacks on critical information infrastructure 

(CII) based on comprehensive analysis of incident 

characteristics and system users can significantly 

improve the efficiency of incident detection [12]. 

Adaboost is used to predict DDoS cyber attacks with 

higher accuracy compared to naïve Bayes, logistic 

regression, and random forest [19]. Bi-Direction 

Recurrent Neural Network (BRNN) is used to predict 

cyber attacks based on real-time datasets and can have 

high accuracy (92%) [7].  ElasticNet Regression Model 

(ENetRM) is proposed to predict real-time cyber attacks 

on over-encrypted traffic in applications with 

consistency and accuracy capable of outperforming 

Intrusion Detection System (NIDS), Novel Nested-Arc 

Hidden semi-Markov Model (NAHSMM) and Density- 

Based Spatial Clustering of Applications with Noise 

(DBSCAN) [20]. Linear Support Vector Machine was 

found to be the most effective cyber attack method with 

an accuracy rate of 96.02% [6]. Decision Tree (DT) is 

used to predict cyber attacks correctly and provide 

patterns related to cyber attacks with 99% accuracy [8]. 

Holt-Winters, ARIMA, SARIMA, GARCH, and 

Bootstrapping are used to predict cyber attacks against 

systems based on time series, each of which has high 

accuracy [21]. HinAp can automatically predict cyber 

attack preferences for detection and defense with 

accuracy that can outperform SVM-B, KNN-B, 

Node2Vec, Esim, Metapath2Vec, Hin-att, and Hin-tran 

[22]. 

Efforts and progress in cyber security prediction are 

still unclear [13]. Successful cyber attacks are associated 

with inadequate handling, anticipation and prediction 

[12].  Most cyber attack prediction approaches focus on 

the malicious motivation [23] or the cyber attack event 

process [20]. It is important to observe cyber attack 

events to predict the future in designing security 

measures to protect socially sensitive data and critical 

infrastructure that can provide benefits to individuals, 

organizations and society [14]. New prediction models 

are needed by almost all platforms connected to the 

internet to protect user information from being hacked by 

intermediaries [18]. The difference between events, 

incidents and cyber attacks is that events refer to any 

activity or event that can be detected by a security 

system. An incident occurs on a system or network with 

evidence of one or more security breach events. A 

cyberattack refers to a deliberate and malicious attempt 

to exploit a weakness or vulnerability in a computer 

system or network with the aim of damaging, destroying, 

stealing data, or gaining unauthorized access. 

A prediction model for the number of cyber attacks 

using time-series data has never been done. Predictions 

of the number of cyber attacks can be grouped based on 

the type of attack, handling actions, and severity. Cyber 

attacks are recorded every time an attack occurs, so 

predictions are possible based on the date of the incident. 

A prediction model using deep learning-based LSTM is 

proposed to predict the number of cyber attacks in a time-

series based on the type of attack, countermeasures, and 

severity level. 3 Dataset obtained from a time-series of 

the number of cyber attacks per incident for at least 3 

years. Parameter variations were carried out to find the 

best model optimization and were evaluated using Mean-

Squared Logarithmic Error (MSLE), Mean Squared 

Error (MSE), Mean Absolute Error (MAE), Root Mean 

Squared Error (RMSE), and Mean Absolute Percentage 

Error (MAPE) based on the lowest values in the 3 

datasets. The prediction model produces 3 types of cyber 

attack predictions on 3 types of datasets in one model for 

the next 12 months. 3 types of datasets are used to predict 

types of cyber attacks, actions to handle cyber attacks, 

and the severity of cyber attacks. 3 types of predictions 

are needed to display developments and relationships 

respectively from the 1st to the 12th month. The 

proposed prediction model is already commonly used to 

predict, but in-depth prediction for 3 types of cyber 

attacks with in-depth data is something new that has been 

applied and can be used as a reference. The prediction 

results can be used as a reference for managers and 

stakeholders in making strategies, anticipating and 

developing models in dealing with the number of cyber 

attacks. 

II. METHOD 

Data collected from a CSV dataset on kaggle.com 

which contains cyber security attack data every day 

starting from January 1 2020 to October 11 2023 [24]. 

The 3 types of data taken are attack type, action taken, 

and severity level which are made into 3 asset data. 3 data 

were taken and made into a dataset because the data was 

similar in format and type, and had high importance for 

prediction. The attack type dataset consists of the number 

of DDoS, Intrusion, and Malware attack types. The 

action taken dataset consists of the number of blocked, 

ignored, and logged actions. The severity level dataset 

consists of Low, Medium and High severity levels. The 

total data is 1,380 data based on daily cyber attack data. 

The data used in this dataset is the date and number of 

cyber attacks on each type of data every day. The 

prediction simulation environment uses the Python 
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programming language running on Google Colaboratory 

with the macOS Sonoma 14.1.1 Operating System and 8 

GB RAM. The deep learning framework used is Tensor 

Flow. The data is first processed using minmax feature 

scaling, then the dataset is divided into two segments 

(training and testing). The dataset is run using an LSTM 

model with different tuning parameters, so that the 

resulting model has the best suitability, stability and 

performance. The prediction dataset is compared with 

the training dataset and the prediction accuracy is 

evaluated. The selection of LSTM model parameters can 

be seen from the 5 model evaluation values (MSLE, 

MSE, MAE, RMSE, and MAPE). The lowest evaluation 

value from the experiment becomes the most optimal 

model. The system architecture produces prediction 

results for the number of cyber attacks with input from a 

dataset processed by the LSTM model with the best 

evaluation results as a model for predicting the number 

of cyber attacks (Fig. 1). Motivation, origin, attacker, and 

indicators of cyber attacks are things that are not 

included in the study and may change the prediction 

results. The stability of the computer and internet access 

used are important keys that must be met in running the 

proposed model. 

The LSTM model is used to learn common case 

shapes, then predict future events and the time of 

occurrence [2]. LSTM neural networks have the main 

goal of modeling long-term dependencies and 

determining the optimal time lag for time series 

problems [25]. LSTM can be applied to supervised or 

unsupervised deep learning models for anomalous event 

prediction [26]. LSTM consists of an input layer, a 

recurrent hidden layer, and an output layer [18]. The 

difference between LSTM deep learning networks and 

other neural networks lies in the temporal relationships 

between LSTM units in the hidden layers [27]. The basic 

unit of the hidden layer is a memory block containing 

memory cells with independent connections that 

memorize the temporal state, and a pair of adaptive 

multiplicative gate units to control the flow of 

information in the block. Two additional gates named 

input gate and output gate respectively control the 

activation of input and output into the block [28] (Fig. 2). 

 
Fig. 1 Architecture for predicting the number of cyber 

attacks 

 

Fig. 2 Basic LSTM cells network architecture 

The performance of LSTM is evaluated by training 

and learning the behavior of logged cases from available 

data sets [2]. The proposed LSTM model for predicting 

the number of cyber attacks is evaluated for accuracy 

with model performance values. Model evaluation was 

carried out using MSLE, MSE, MAE, RMSE, and 

MAPE. 5 types of evaluation matrices are used to see the 

consistency of the proposed model's performance. 

MSLE is an evaluation metric used to measure the 

average error of model predictions on actual data on a 

logarithmic scale [29]. MSLE is useful when the 

variability between actual and predicted values is very 

large, and minimizes errors on a logarithmic scale [30] 

by taking the logarithm of the actual and predicted 

values, then squaring the difference between them (1)  

[31]. The advantages of MSLE include that this metric 

avoids the excessive impact of extreme values or outliers 

[31] and provides a better picture of the quality of model 

predictions. An MSLE value that is getting closer to 0 is 

a reflection of better model performance [32].  

𝑀𝑆𝐿𝐸 =
1

𝑁
∑ (log(𝑦𝑖 + 1) − log(�̂�𝑖 + 1))2𝑁

𝑖=0  (1) 

MSE is an evaluation metric that is commonly used 

to measure the average squared error between the value 

predicted by the model and the actual value in a dataset 

[33] which is suitable for predicting continuous values 

[34]. MSE is easy to calculate, gives large weight to large 

errors, and has good mathematical properties for model 

optimization [29]. For each observation, the difference 

between the actual value and the predicted value is 

calculated by squaring the difference and taking the 

average of all the squared difference values to get the 

MSE value (2) [35]. The lower the MSE value, the better 

the model performance in predicting real data [36]. 

𝑀𝑆𝐸 =
1

𝑛
∑ (𝑦�̂� −  𝑦𝑖)2𝑛

𝑖=1       (2) 

MAE is an evaluation metric used to measure the 

absolute average error between the value predicted by a 

model and the actual value in a dataset [37] on the scale 

of the actual data without considering the direction of the 
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error (positive or negative) [38]. MAE measures the 

extent to which the model predictions are from the actual 

values without regard to whether the model tends to 

overestimate or underestimate [29]. For each 

observation, the absolute difference (error) of the actual 

value and the predicted value is calculated and the 

average absolute difference is calculated (3)  [39]. The 

lower the MAE value, the better the model is at 

predicting real data [39]. 

𝑀𝐴𝐸 =
1

𝑛
∑ |𝑦�̂� − 𝑦𝑖|𝑛

𝑖=1        (3) 

RMSE is an evaluation metric that is commonly 

used to measure the average error level between 

predicted values and actual values in a dataset [40]. 

RMSE gives an idea of how well the model can predict 

actual data and has properties similar to Mean Squared 

Error (MSE), but the RMSE value is taken as the square 

root of MSE [41]. RMSE is calculated by taking the 

square root of the average of the squared differences 

between the predicted value and the actual value (4)  

[42]. A lower RMSE value indicates that the model is 

better at predicting real data [43]. 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (𝑦�̂� − 𝑦𝑖)2𝑛

𝑖=1          (4) 

MAPE is a key performance indicator commonly 

used for prediction accuracy. MAPE divides each error 

based on each request [44]. High errors during periods of 

low demand can have a significant impact on MAPE (5) 

[45]. The smaller the MAPE value, the higher the 

prediction accuracy. A MAPE value that is getting closer 

to 0 is a reflection of better model performance [46]. 

𝑀𝐴𝑃𝐸 =
1

𝑛
∑ |

�̂�𝑖−𝑝𝑖

𝑝𝑖
|𝑛

𝑖−1     (5) 

III. RESULT AND DISCUSSION 

The data input format is in the form of numeric results 

from the sum of cyber attacks every day from January 1 

2020 to October 11 2023. The data is processed and 

formatted in the Comma-Separated Values (CSV) file 

type with 1,380 results. The results of data processing are 

divided into 3 datasets, namely attack type, action taken, 

and severity level. The attack type dataset consists of 

DATE, DDOS, INTRUSION, and MALWARE columns 

(Fig. 3a). The action taken dataset consists of DATE, 

BLOCKED, IGNORED, and LOGGED columns (Fig. 

3b). The severity level dataset consists of DATE, LOW, 

MEDIUM, and HIGH columns (Fig. 3c). The DATE 

column in each dataset contains the date, while the other 

columns contain the number of cyberattacks. The data is 

divided into 2, namely training data (80%) and testing 

data (20%). Real data and predicted data are subjected to 

appropriate scaling, training and testing, then the results 

of the evaluation values from MSLE, MSE, MAE, 

RMSE, and MAPE are observed using different layers, 

and different units in 2 hidden layers and dense layers for 

prediction output. 

Training epochs should be selected in the best way to 

train the model according to the analysis of different 

epochs for LSTM models. The default LSTM model is 

with 2 hidden layers, the activation used is hyperbolic 

tangent (tanh), and a dropout of 0.20. There are 1 LSTM 

models used to train the training data with the optimizer 

used by Adam and Verbos. The variations of the LSTM 

model that were carried out in the experiment were 

number of neurons, epoch and batch size. The epoch 20, 

batch size 16 variation gives the lowest values for 8 

neurons, 16 neurons, and 31 neurons. 8 neurons is the 

most optimal variation used with the lowest evaluation 

values in MSLE, MSE, MAE, RMSE, and MAPE. It 

turns out that having more neurons does not make the 

model better, in fact the opposite can happen. Increasing 

the epoch and batch size does not always make the model 

better, the appropriate model variation is with epoch 20, 

batch size 16, and neurons 8. 32 neurons is a better 

variation in the number of neurons than the others, but 

the large number of epochs and batch sizes does not 

always make the model better than 4 evaluation values. 

The most optimal model variations are epoch 20, batch 

size 16, and neuron 32 with the lowest evaluation value 

of the 4 evaluation methods (TABLE I).

 

 
Fig. 3 Research datasets 
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TABLE I  

LSTM MODEL EXPERIMENT RESULTS  

E B 
8 Neuron 16 Neuron 32 Neuron 

E1 E2 E3 E4 E5 E1 E2 E3 E4 E5 E1 E2 E3 E4 E5 

20 4 0.102 9.953 2.532 3.154 12.842 0.095 9.646 2.481 3.103 11.063 0.097 9.087 2.445 3.014 12.984 

8 0.101 9.979 2.530 3.160 12.710 0.096 9.657 2.485 3.107 11.966 0.096 9.076 2.441 3.013 11.855 

16 0.101 9.958 2.522 3.155 12.353 0.096 9.660 2.487 3.108 11.514 0.094 9.067 2.440 3.010 10.507 

40 4 0.101 9.933 2.527 3.151 12.910 0.098 9.694 2.483 3.117 11.721 0.097 9.099 2.442 3.016 12.292 

8 0.103 9.969 2.536 3.157 12.781 0.098 9.665 2.488 3.113 11.516 0.097 9.092 2.444 3.015 11.752 

16 0.102 9.960 2.532 3.156 12.666 0.096 9.694 2.488 3.109 11.643 0.096 9.081 2.442 3.013 12.343 

60 4 0.102 9.941 2.523 3.154 12.459 0.097 9.717 2.490 3.117 11.972 0.098 9.083 2.449 3.017 11.823 

8 0.102 9.967 2.535 3.158 12.852 0.097 9.689 2.488 3.112 11.354 0.098 9.081 2.447 3.016 11.066 

16 0.101 9.945 2.526 3.156 12.613 0.097 9.683 2.488 3.111 11.790 0.096 9.101 2.443 3.013 12.078 

80 4 0.103 9.976 2.536 3.154 12.383 0.098 9.697 2.487 3.114 11.718 0.097 9.084 2.444 3.014 11.313 

8 0.101 9.998 2.529 3.162 12.919 0.098 9.720 2.491 3.117 11.614 0.098 9.107 2.447 3.017 11.081 

16 0.101 9.948 2.530 3.154 12.155 0.099 9.704 2.487 3.115 11.069 0.098 9.106 2.448 3.017 12.077 

100 4 0.102 9.961 2.533 3.156 12.521 0.099 9.716 2.490 3.117 12.006 0.097 9.094 2.443 3.015 11.045 

8 0.100 9.919 2.521 3.149 12.080 0.097 9.682 2.488 3.111 12.336 0.098 9.114 2.447 3.019 12.137 

16 0.102 9.957 2.531 3.155 12.906 0.098 9.695 2.489 3.113 12.009 0.097 9.088 2.443 3.014 11.008 

Note: E=Epoch, B=Batch Size, E1=MSLE, E2=MSE, E3=MAE, E4=RMSE, E5=MAPE. 

 

The best LSTM model with an evaluation value from 

MSLE of 0.094, MSE of 9.067, MAE of 2.440, RMSE 

of 3.010, and MAPE of 10.507. The four evaluation 

models used have a value of less than 10, which means 

the LSTM model has very good performance quality and 

is acceptable. This is because if the value is more than 

20, then the model needs improvement, even to the point 

where it is unacceptable. Comparison of loss and 

validation loss with 32 neurons, batch size 16, and epoch 

20 on 3 datasets. The training and validation curves 

stably show the closeness of the points which is a 

reflection of the model's excellent performance. 

Comparison of graphs with epoch variations in general, 

the training and validation lines are almost the same, so 

that epoch 20 with the lowest evaluation results is the 

most optimal model (Fig. 4). 

The training and validation loss graph shows that in 

the three datasets the training and validation lines reach 

a parallel line. In the analysis of the Loss graph, you can 

see the difference between loss in training data and 

validation data. Validation Loss graphs provide insight 

into how well a model can predict never-before-seen 

data, and special attention is paid to potential overfitting 

or underfitting. The deviation between the Loss and 

Validation Loss graphs can provide important insight 

into the quality of the model's generalization to new data. 

Validation Loss which begins to increase will help in 

optimizing the LSTM model to improve prediction 

performance. 

The prediction results using the proposed model are 

in accordance with the movement of testing and training 

data. Prediction results on training and testing data 

improve with more training carried out. The movement 

of the cyber attack prediction graph closer to the data in 

testing and training makes the model have high accuracy. 

Deep learning carries out deeper learning based on long 

and short term time by looking at the movement of the 

number of passengers on 3 types of data in each dataset 

which is getting better (Fig. 5). The fluctuations in the 

three movements show the same rhythm, although there 

are several times there are allusions between the data 

variants. The use of the LSTM model provides more 

reliable support in long and short term time modeling. 

Data recording is the key to being able to carry out 

learning using deep learning-based LSTM models.

 

   

 

Fig. 4 Output epoch by LSTM model 
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Fig. 5 Data, training, and testing prediction 

The three types of predictions produced are related to 

each other in each dataset. Linkages can be positive or 

negative. Linkage relationships can be presented with a 

correlation heatmap. In the correlation heatmap, cold 

colors such as blue indicate negative correlation and 

warm colors such as red indicate positive correlation. A 

positive link means that the types of predictions are 

directly proportional, while a negative link means that 

the types of predictions are inversely proportional. 

Strong and numerous positive (red) and negative (blue) 

relationships between data on the heatmap indicate that 

the dataset is used to identify relationships between 

cyber attack prediction results. The attack type 

prediction has a strong positive correlation between 

DDOS-INTRUSION, a strong negative correlation 

between INTRUSION-MALWARE, and a weak 

correlation between DDOS-MALWARE. The action 

taken prediction has a strong negative correlation 

between BLOCKED-IGNORED and IGNORED-

LOGGED, and a weak correlation between LOGGED-

BLOCKED. Severity level predictions have a strong 

negative correlation between LOW-MEDIUM, a strong 

positive correlation between MEDIUM-HIGH, and a 

weak correlation between HIGH-LOW (Fig. 6). 

The relationship between predicted variables in one 

dataset can be visualized with a prediction scatter matrix. 

The points on a scatter plot that move together or form a 

line become a consistent positive or negative pattern in 

the prediction model. If the points are concentrated in an 

area, it indicates that the variables are interdependent and 

can be used in predictions. In the three datasets there are 

variables that have a very strong relationship as indicated 

by the diagonal scatter plot. The close relationship and 

dependence of many prediction results on the scatter 

matrix depicted with dots concentrated in one area is 

proof of the identification of the relationship between 

cyber attack prediction results. The attack type 

predictions that are closely interconnected and 

dependent are between INTRUSION-DDOS and 

MALWARE-DDOS, while those that are less closely 

interconnected and dependent are between 

INTRUSION-MALWARE. Predictions of action taken 

that are closely interconnected and dependent are 

between LOGGED-BLOCKED and IGNORED-

LOGGED, while those that are less closely 

interconnected and dependent are between BLOCKED-

IGNORED. All severity level prediction variables are 

closely related and dependent (Fig. 7). 

The number of cyber attacks in 3 predicted datasets, 

namely attack type, action taken, and severity level. The 

prediction results in the three datasets will see a spike 

starting in the second month onwards. All predicted 

numbers range from 9 to 10. Predictions of the number 

of cyber attacks in the form of attack type, action type, 

and severity level fluctuate, each of which has 3 types of 

predictions. The attack type dataset is predicted to be 

MALWARE, which was previously below DDOS and 

above INTRUSION, will outperform DDOS starting in 
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the second month. The action type dataset is predicted to 

be BLOCKED which was previously below IGNORED 

and above LOGGED will outperform IGNORED 

starting from the second month. The severity level 

dataset is predicted to be HIGH, which was previously 

the same as medium and below LOW, which will 

outperform LOW starting in the second month (Fig. 8). 

Time is not considered in LSTM model experiments. 

Combinations and variations greatly influence the time 

required for processing and evaluation values. In-depth 

investigations were also carried out on large datasets to 

achieve the best accuracy and suitability of the desired 

predictions. Appropriate combinations and variations are 

important factors for training the model and design of the 

proposed framework. Empty data and data discrepancies 

are problems that must be resolved. The findings of the 

best LSTM model variations were tested on 3 datasets. 

The dataset is attack type, action taken, and severity 

level. The stability of the proposed prediction model is 

proven by 4 evaluation values which are the same or 

close to the experimental results. The evaluation values 

in each dataset and the average have consistency and 

range close to the experimental results (TABLE II).

 

                       
Fig. 6 Prediction correlation Heatmap 

              
Fig. 7 Prediction scatter matrix  

         

 
Fig. 8 Predictions for the next 12 months 
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TABLE II 

TESTING DATASET 

Dataset  MSLE MSE MAE RMSE MAPE 

Attack Type 0.096 9.069 2.431 3.008 10.498 

Action Taken 0.093 9.068 2.438 3.009 10.238 

Severity Level 0.094 9.054 2.441 3.011 10.321 

Avarage 0.094 9.064 2.437 3.009 10,531 

 

The deep learning-based LSTM model was the first 

to predict the number of cyber attacks on 3 datasets with 

3 types of predictions each. The prediction model that is 

usually used is machine learning, but it is still rare to use 

a deep learning approach with an LSTM model. The 

accuracy of the proposed model is better than machine 

learning approaches such as ANN [1], R2CNN [18], 

BRNN [7], Cognitive Spectral Clustering [6], Decision 

Tree [8], ARIMA, SARIMA, GARCH, Bootstrapping 
[21], SVM, and KNN [22] whose accuracy value is a 

maximum of 90% with maximum 3 evaluation model. 

The prediction results and accuracy obtained are optimal, 

because the LSTM model parameter tuning is done first. 

Parameter tuning is very necessary to make the model 

work optimally. The difference between the studies that 

have been carried out is that in the previous prediction of 

the number of cyber attacks there were no parameter 

variants of neuron, epoch, and batch size whose 

performance was evaluated by 5 types of evaluation 

models. This study is the first to predict the number of 

cyber attacks and predict the correlation and relationship 

between prediction results on 3 different types of 

datasets. The number of cyber attacks based on attack 

type, action taken, and severity level can be used as an 

illustration of the number of attacks in the future. 

Presenting an overview of attacks can be used as a 

reference for creating policies and strategies to deal with 

them. Policies are needed to minimize the risks resulting 

from cyber attacks. Strategies are needed to ensure cyber 

security so that the number of cyber attacks can continue 

to be reduced. Policies and strategies can be adjusted 

based on predicted times. Timeliness is a solution to 

improving cyber security. The number of cyber attacks 

is a benchmark for poor performance of stakeholders in 

dealing with cyber attack problems. Improving system 

security, patrolling or inspecting the cyber world, 

detecting potential attacks, and creating cyber attack 

regulations and authorities can be carried out to 

strengthen cyber attack security defenses. Strong cyber 

attack security defenses make stakeholder performance 

better, and are expected to reduce the type of attack, level 

of handling and severity of cyber attacks. 

 

IV. CONCLUSION 

Predicting the number of cyber attacks on 3 datasets, 

each of which has 3 types of predictions with time-series 

data, can be done using a deep learning-based LSTM 

model. The best prediction model is epoch 20, batch size 

16, and neuron 32 with the lowest MSLE, MSE, MAE, 

RMSE, and MAPE evaluation values which are less than 

10 compared to other variations. Prediction results on 

training and testing data improve with more training 

carried out. Negative correlation exists for INTRUSION-

MALWARE, BLOCKED-IGNORED, IGNORED-

LOGGED, and LOW-MEDIUM, apart from that it has a 

positive and weak correlation. The proposed prediction 

model makes predictions 12 months later for 3 types of 

predictions on each dataset simultaneously and can 

increase starting from the second month. The resulting 

predictions can be used as a basis for creating policies 

and strategies by stakeholders in handling fluctuations in 

cyber attacks that occur. Comparison of the LSTM 

prediction model with other models for predicting time 

series data is a step in finding the best modeling in future 

work. 
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