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Abstract - This study aims to enhance the performance of 

the K-Nearest Neighbors (KNN) algorithm by optimizing 

the hyperparameter K using the Particle Swarm 

Optimization (PSO) algorithm. In contrast to prior 

research, which typically focuses on a single dataset, this 

study seeks to demonstrate that PSO can effectively 

optimize KNN hyperparameters across diverse datasets. 

Three datasets from different domains are utilized: Iris, 

Wine, and Breast Cancer, each featuring distinct 

classification types and classes. Furthermore, this research 

endeavors to establish that PSO can operate optimally with 

both Manhattan and Euclidean distance metrics. Prior to 

optimization, experiments with default K values (3, 5, and 

7) were conducted to observe KNN behavior on each 

dataset. Initial results reveal stable accuracy in the iris 

dataset, while the wine and breast cancer datasets exhibit 

a decrease in accuracy at K=3, attributed to attribute 

complexity. The hyperparameter K optimization process 

with PSO yields a significant increase in accuracy, 

particularly in the wine dataset, where accuracy improves 

by 6.28% with the Manhattan matrix. The enhanced 

accuracy in the optimized KNN algorithm demonstrates 

the effectiveness of PSO in overcoming KNN constraints. 

Although the accuracy increase for the iris dataset is not as 

pronounced, this research provides insight that optimizing 

the hyperparameter K can yield positive results, even for 

datasets with initially good performance. A 

recommendation for future research is to conduct similar 

experiments with different algorithms, such as Support 

Vector Machine or Random Forest, to further evaluate 

PSO's ability to optimize the iris, wine, and breast cancer 

datasets. 
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I. INTRODUCTION 

K Nearest Neighbors (KNN) is a supervised learning-

based classification algorithm [1]–[3], KNN has been 

used in a wide range of research fields [4]–[7], Some 

research fields that apply KNN as a classification 

algorithm include the health sector [6], e-commerce [8], 

Detecting Vehicle [9]. Although KNN has been widely 

used in various fields, it has some limitations, including 

the difficulty of determining the appropriate 

hyperparameter K. This difficulty arises because an 

incorrect value of K can lead to overfitting or 

underfitting problems. If the value of K is too small, the 

KNN model tends to be too sensitive to small 

fluctuations in the data, resulting in a less reliable model 

for new data. On the other hand, if the value of K is too 

large, the model may become too general and lose the 

ability to capture significant patterns or variations in the 

data [10]-[11]. Some earlier studies have attempted to 

address this issue, such as the research conducted by 

Maincer in 2022. This study compared the methods of 

Support Vector Machine (SVM) and K-Nearest 

Neighbor (KNN) for diagnosing seven classes of sensor 

errors in a manipulator robot. Simulation results on the 

Selective Compliance Assembly Robot Arm (SCARA) 

model showed that SVM with Particle Swarm 

Optimization (PSO) achieved an accuracy of 96.95%, 

while KNN achieved a correlation of up to 94.62%. This 

confirms that SVM with PSO is more accurate in 

diagnosing errors in manipulator robots [12], Further 

research conducted by Bui in 2019 developed a new 

artificial intelligence technique, PSO-KNN (Particle 

Swarm Optimization-K-Nearest Neighbors), to estimate 

ground vibrations induced by explosions (PPV). The 

study optimized the hyperparameters of the K-Nearest 

Neighbors algorithm using Particle Swarm Optimization 

and compared it with benchmark models such as random 

forest, support vector regression, and empirical 

techniques. The research successfully improved the 

efficiency of the PSO-KNN model, particularly PSO-

KNN-T, identified as a powerful tool for mitigating 

undesirable impacts caused by PPV in surface mining 

[13], And there are still many other studies. Although 

these studies utilize PSO to improve KNN, 

unfortunately, previous research attempting to optimize 

KNN hyperparameters only validated on a single type of 

dataset. In contrast to prior research, this study validates 

the optimized hyperparameter results of KNN by 

employing three distinct datasets, namely iris, breast 

cancer, and wine datasets. The principal objective is to 
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substantiate that Particle Swarm Optimization (PSO) can 

effectively mitigate the intricacies associated with 

hyperparameter tuning for the KNN algorithm across 

diverse datasets. This is evidenced through variations in 

data volume, encompassing both balanced and 

imbalanced distributions, as well as across different 

numbers of classes, including binary and multiclass 

scenarios. Moreover, it is also important to note that this 

research also employing two different distance 

measurement matrices: Euclidean and Manhattan 

Distance. Particle Swarm Optimization (PSO) is utilized 

as the optimization algorithm in this research. This 

choice is made because PSO is considered effective for 

optimizing K-Nearest Neighbors hyperparameters due to 

its ability to explore parameter space with flexibility, 

achieve local and global optima, and provide parallelism 

that enhances convergence speed without requiring 

gradient information. Additionally, its simple 

implementation makes it easily adoptable [14]- [15]. 

II. METHOD 

This study was conducted following the research flow 

depicted in Fig. 1. The diagram shown in Fig. 1 

illustrates that this research is divided into three stages, 

and these stages are explained in the following points. 

 

A. Literature Study 

This stage is carried out to ensure and verify that this 

research is distinct and crucial to undertake. The 

literature review phase involves collecting various 

references limited to the last 5 years (2018 – 2023) from 

reputable sources such as IEEE or Sciencedirect. 

 

B. Data Collection and Visualization 

This research utilizes the wine, breast cancer, and iris 

datasets, each with its description and visualization as 

follows: 

1) Dataset Wine: The wine dataset consists of 13 

attributes and 1 class. The description of the wine dataset 

can be found in Table I. Table I shows the description of 

the wine dataset, which comprises 177 rows and 14 

columns. One of these columns is the class attribute, 

which has 3 classes, each marked with an integer. 

Additionally, the other columns or attributes in the 

dataset are of float data type. The distribution of data for 

each class can be observed in Fig. 2. 

Fig. 2 illustrates the class distribution, with each class 

having 59 rows for Class 1, 71 rows for Class 2, and 48 

rows for Class 3. Furthermore, the dataset exhibits a very 

good correlation, indicating its direct usability. This is 

confirmed by the correlation matrix presented in Fig. 3. 

 

 

Fig. 1 Research flow 

TABLE I 

DESCRIPTION DATASET WINE 

Instance Descriptions 

Total Row 177 

Total Column 14 

Total Class 3 

Attr : Class Class | Int 

Attr : Alcohol Float 

Attr : Malic Acid Float 

Attr : Ash Float 

Attr : Alcalinity of ash Float 

Attr : Magnesium Float 

Attr : Total phenols Float 

Attr : Flavanoids Float 

Attr : Nonflavanoid phenols Float 

Attr : Proanthocyanins Float 

Attr : Color intensity Float 

Attr : Hue Float 

Attr : OD280/OD315 of diluted wines Float 

Attr : Proline Float 

 

 

 

Fig. 2 Distribution of rows per class dataset wine 
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Fig. 3 Correlations matrix of dataset wine 

The correlation matrix shown in Fig. 3 indicates that 

the correlation between variables or attributes is very 

good. This is demonstrated by the absence of attributes 

with correlation values exceeding 0.8, indicating that all 

attributes can be used for classification. 

 

2) Dataset Breast Cancer: The breast cancer 

dataset is used for the purpose of breast cancer 

classification. The description of the breast cancer 

dataset can be found in Table II. The Table II indicates 

that several columns have data types of range and string. 

Of course, this needs to be preprocessed to convert the 

string or range into a numerical value that can be 

calculated by KNN later. This research preprocesses the 

breast cancer data by converting nominal data into 

numerical data. The results of the preprocessing can be 

seen in the following Table III. 

TABLE II 

DESCRIPTION DATASET BREAST CANCER 

Instance Descriptions 

Total Row 286 

Total Column 10 

Total Class 2 

Attr : Class Class | Str 

Attr : age Range | Int 

Attr : menopause Str 

Attr : tumor-size Range | Int 

Attr : inv-nodes Range | Int 

Attr : node-caps Boolean 

Attr : deg-malig Int 

Attr : breast Boolean 

Attr : breast-quad Str 

Attr : irradiat Boolean 

TABLE III 

DESCRIPTION DATASET BREAST CANCER AFTER 

PREPROCESSING 

Instance Descriptions 

Attr : Class Class | Str 

Attr : age Int 

Attr : menopause Int 

Attr : tumor-size Int 

Attr : inv-nodes Int 

Attr : node-caps Boolean 

Attr : deg-malig Int 

Attr : breast Boolean 

Attr : breast-quad Int 

Attr : irradiat Boolean 

 

After preprocessing, the breast cancer dataset is ready 

to be used for further analysis. The dataset has 2 classes, 

namely the no-recurrence-events and recurrence-events 

classes, the following class distribution of the dataset can 

be seen in Fig. 4. 
The distribution of the class counts shown in Fig. 4 

indicates that the breast cancer dataset is dominated by 

the 'no-recurrence-events' class, which has around 200 

rows, while the remaining rows belong to the 

'recurrence-events' class. The correlation between 

parameters/variables can be observed in Fig. 5. 

Fig. 5 illustrates the correlation between variables in 

the breast cancer dataset. The matrix shown in Fig. 5 

confirms that the breast cancer dataset used in this 

research has excellent correlation because there are no 

attributes or variables with correlation values exceeding 

0.4. Therefore, all variables can be directly used without 

the need for elimination. 
 

 

Fig. 4 Distribution row per class dataset breast cancer 
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Fig. 5 Correlations matrix of dataset breast cancer 

3) Dataset Iris: The iris dataset is a public dataset 

used to classify the types of iris flowers, containing 3 

classes. The class distribution is depicted in Fig. 6. 

Each class has an equal distribution of 50 rows of 

data. Further description of the iris dataset is provided in 

Table IV. Table IV shows that the iris dataset has 5 

columns, with 4 of them being attributes that determine 

the classification results. These four attributes are 

already in float data format, making them directly usable. 

The distribution of correlations between variables in the 

dataset can be seen in Fig. 7. 

 

 
Fig. 6 Distribution of rows per class dataset iris 

TABLE IV 

DESCRIPTION DATASET IRIS 

Instance Descriptions 

Total Row 150 

Total Column 5 

Total Class 3 

Attr : Class String 

Attr : sepal length Float 

Attr : sepal width Float 

Attr : petal length Float 

Attr : petal width float 

 

There is a variable with a very high correlation level, 

namely the 'petal length' variable with the 'petal width' 

variable, with a value of 0.96. However, despite having 

a very high correlation, this variable is not removed 

because the dataset is relatively small, consisting of only 

150 rows.  

 

C. Combination PSO KNN 

This research optimizes KNN using PSO, as 

illustrated in Fig. 8. 

 

 

Fig. 7 Correlations matrix of dataset iris 
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Fig. 8 Flowchart PSO-KNN 

The flowchart shown in Fig. 8 indicates that PSO 

begins its operation by determining a random population, 

which is then evaluated. After the evaluation, the next 

step is to check whether the previously evaluated 

particles meet the termination criteria. If this condition is 

met, the evaluated particle becomes the best particle and 

represents the K value in the KNN algorithm. If not, the 

next step is to proceed with comparisons. Comparisons 

are carried out in two stages. The first stage involves 

checking whether the particle fitness has the potential or 

a better fitness value than the global fitness value. If so, 

the global fitness value is updated. PSO updates the 

global fitness by applying the formula shown in (1) [16]–

[20]. 

 

𝑉𝑖 (𝑡 + 1) = 𝑤 . 𝑉𝑖(𝑡) + 𝐶1 . 𝑟 . (𝑋𝑖
𝑃𝑏 − 𝑋𝑖(𝑡)) +

𝐶2 . 𝑟 . (𝑋𝑖
𝐺𝑏 − 𝑋𝑖(𝑡))  (1) 

𝑤  : Inertia Weight 

𝑉𝑖(𝑡)  : velocity of each particle 

𝐶1 : best particle weight coefficient constant 

𝐶2   : best global weight coefficient constant  

𝑋𝑖
𝑃𝑏  : best particle in a group 

𝑋𝑖
𝐺𝑏  : best particle in all groups 

𝑟  : random decimal from 0 to 1 

 

After updating the global fitness, the next step carried 

out by PSO is to examine the updated result by 

comparing it with the particle fitness. If the particle 

fitness has a better value, PSO will update the best 

particle by applying the equation shown in (2). 

 

𝑋𝑖  (𝑡 + 1) = 𝑋𝑖(𝑡) + 𝑉𝑖  ( 𝑡 + 1)  (2) 

 

𝑋𝑖(𝑡)   : position of each particle 

𝑉𝑖  ( 𝑡 + 1)  : updated velocity value 

 

After updating the best particle, the result of this 

update is temporarily considered as the best particle or 

the optimized K value. Therefore, the next step is to train 

the dataset using the KNN algorithm with the optimized 

hyperparameter K. K-NN is a classification method 

based on finding the nearest neighbors of unclassified 

samples and making predictions according to the classes 

with high similarity values. KNN assigns unclassified 

samples to a class based on their proximity to data points 

that have been classified before [21]-[22]. This study 

utilizes Euclidean and Manhattan to calculate the 
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distance between classes, employing the following (3) 

and (4) [23]–[28]. 
 

𝑗(𝑣1, 𝑣2) =  √∑ (𝑣1(𝑘) − 𝑣2(𝑘))2
𝑘=1

𝑛            (3) 

 

𝑣1(𝑘): vector class 1 

𝑣2(𝑘): vector class 2 

 

𝑑𝑖𝑗 = |𝑋 − 𝑌|1 =  ∑ |𝑋𝑖 − 𝑌1|𝑛
𝑖=1        (4) 

 

The next step is to perform evaluation and continue 

iterations until the best particle is found [29]–[31]. 

 

III. RESULT AND DISCUSSION 

This study divides the results and discussion section 

into several parts, including the following: 

 

A. The Accuracy of the Dataset for K values of 3, 5, and 

7 

Before optimizing the K hyperparameter using PSO, 

here are the dataset optimization results for K values of 

3, 5, and 7, presented in Fig. 9. 

The use of K values of 3, 5, and 7 in this study was 

determined randomly, it aims to make a comparison 

between the KNN classification results before and after 

the K value is optimized by PSO. Among the three 

datasets trained with K values of 3, 5, and 7, the iris 

dataset achieved very stable accuracy, specifically 

95.24% for each K value. However, both the Wine and 

Breast Cancer datasets exhibited a similar pattern. When 

these two datasets were trained with K = 3, the accuracy 

decreased, although the decrease was not considered 

significant. For the Wine dataset, it decreased from 

69.30% to 68.80%, and for the Breast Cancer dataset, it 

decreased from 70.50% to 69.00%. This is attributed to 

the fact that the Wine and Breast Cancer datasets have 

more attributes compared to the iris dataset, influencing 

the accuracy results. 

 
Fig. 9 KNN accuracy score for unoptimized K value 

B. Dataset Accuracy for K Values Optimized by PSO 

This study optimized the K hyperparameter using 

PSO on three different datasets: Iris, Wine, and Breast 

Cancer. In this research, the PSO search space was 

constrained by a lower bound of 3 and an upper bound of 

50. This implies that the range of K values to be 

optimized ranged from 3 to 50. Additionally, 10 particles 

were used with a maximum search iteration of 100. 

Below is the discussion for each experiment conducted. 

1) Optimization of the K Hyperparameter on the 

Iris Dataset: This section presents the results of the 

optimization of the KNN hyperparameter (K parameter) 

conducted on the Iris dataset. The results can be observed 

in Fig. 10. 

Fig. 10 shows that PSO successfully improved the 

accuracy of KNN. When using the default K values (i.e., 

3, 5, and 7), the achieved accuracy ranged only around 

95.24%. In contrast, PSO increased the accuracy to 

97.37%, indicating an improvement of 2.13% for both 

Euclidean and Manhattan distance matrices. Although 

both experienced a 2.13% increase, in this case, the 

Manhattan distance matrix achieved this accuracy at K = 

3, while the Euclidean distance matrix achieved it at K = 

7. 

2) Optimization of the K Hyperparameter on the 

Wine Dataset: In contrast to the optimization results 

obtained by PSO on the Iris dataset, the optimization 

results for the K parameter on the Manhattan and 

Euclidean distance matrices in the wine dataset show the 

same outcomes. The optimization results for both 

distance matrices can be observed in Fig. 11. 

The optimization results indicate that the most 

optimal K parameter for the Wine dataset is 9 for each 

matrix. However, Manhattan distance yields better 

accuracy compared to the accuracy produced by the 

Euclidean distance matrix. Manhattan distance achieves 

an accuracy of 77.78%, while Euclidean distance has an 

accuracy of 73.33%. 

3) Optimization of the K Hyperparameter on the 

Breast Cancer Dataset: The optimized K 

hyperparameter in the KNN algorithm, tested on the 

breast cancer dataset, shows better results compared to 

the experiment using default KNN values. The 

optimization results for the K hyperparameter on the 

breast cancer dataset are presented in Fig. 12.  
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Fig. 10 KNN results for iris dataset 

 

 
Fig. 11 KNN results for wine dataset 

 
Fig. 12 KNN results for breast cancer dataset 
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Based on Fig. 12, Manhattan still outperforms 

Euclidean, as evidenced by the accuracy results. 

Manhattan achieves an accuracy of 75.00%, while 

Euclidean achieves 73.61%, indicating a superiority of 

1.39% for Manhattan. 

IV. CONCLUSION 

Implementing Particle Swarm Optimization (PSO) to 

optimize the hyperparameter K, this study aims to 

enhance the performance of the K-Nearest Neighbors 

(KNN) algorithm. Optimization is conducted using 

Manhattan and Euclidean distance matrices on three 

different datasets: iris, breast cancer, and wine. Prior to 

optimization, experiments were conducted with default 

K values (3, 5, and 7) to observe the behavior of KNN 

on each dataset. Initial results indicate that the iris dataset 

has stable accuracy, while the wine and breast cancer 

datasets show a decrease in accuracy at K=3, attributed 

to attribute complexity. The optimization process of the 

hyperparameter K with PSO results in a significant 

increase in accuracy, especially in the wine dataset, 

where accuracy improves by 6.28% with the Manhattan 

matrix. The improved accuracy in the optimized KNN 

algorithm demonstrates the effectiveness of PSO in 

overcoming KNN constraints. Although the increase in 

accuracy for the iris dataset is not as significant, this 

research provides insight that optimizing the 

hyperparameter K can yield positive results, even for 

datasets with initially good performance. A suggestion 

for future work is to perform similar experiments with 

different algorithms such as Support Vector Machine or 

Random Forest to further test the ability of PSO to 

optimize the iris, wine, and breast cancer datasets. 
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