
JUITA: Jurnal Informatika e-ISSN: 2579-8901; Vol. 13, Issue 1, March 2025 

Performance Analysis of Resampling … | Larasti, A., Surono, S., Thobirin, A., Dewi, D.A., 57 – 66  57 

Performance Analysis of Resampling Techniques for 

Overcoming Data Imbalance in Multiclass 

Classification  

Anggit Larasati1*, Sugiyarto Surono2, Aris Thobirin3, Deshinta Arrova Dewi4 

1,2,3 Department of Mathematics, Ahmad Dahlan University, Indonesia, ,4 Faculty of Data Science and Information 

Technology, INTI International University, Malaysia 

*corr-author: anggitlarasati31@gmail.com 

 
Abstract - In the digital era, the development of modern 

technology has brought significant transformation to the 

medical world. The main objective of this research is to 

identify the performance of deep learning models in 

classifying kidney disease. By integrating the 

Convolutional Neural Network model, the performance of 

the classification process can be analyzed effectively and 

efficiently. However, data imbalance dramatically affects 

the performance evaluation of a model, requiring data 

resampling techniques. This research applies two 

resampling techniques, bootstrap-based random 

oversampling and random undersampling, to training data 

and adds data augmentation to increase image variations 

to prevent model overfitting. The architecture uses 

MobileNetV2, which compares hyperparameter fine-

tuning in three optimizers. This research shows that the 

performance of MobileNetV2, which implements the 

bootstrap-based random oversampling technique, has the 

highest accuracy compared to random undersampling and 

no resampling methods. The oversampling technique with 

the RMSprop optimizer produced the highest accuracy, 

namely 95%. With precision, recall, and F-1 score, 

respectively, 0.93, 0.95, 0.94. The accuracy of oversampling 

with the Adam and Nadam optimizer is 94%. So, the 

contribution of this research is by applying bootstrap-

based oversampling techniques and adding data 

augmentation to produce good model performance to be 

used to classify medical images.  

 
Keywords: Convolutional Neural Network; data 

augmentation; optimizer comparison; 

resampling.  

I. INTRODUCTION 

In the digital era, advances in modern technology 

have brought significant transformation, including 

integrating big data into the medical world. This is due 

to the importance of efficiency and accuracy in health 

data analysis [1]. Image data such as CT scans, MRIs, 

and X-rays is commonly found in the world of health, 

especially image-based data [2] [3]. A deep learning 

approach is needed to process medical images accurately 

to overcome the disease image classification problem [4] 

[5]. One of the deep learning methods is convolutional 

neural network (CNN) [6]. CNN is a more sophisticated 

deep learning architecture because it focuses on image 

data processing [7] [8] [9]. In addition, CNN can identify 

more complex visual patterns in image pixels, where the 

image pixels are tiny and even invisible to human eyes 

[10]. 

However, one of the challenges in processing medical 

image data is class imbalance. This problem can cause 

bias in model evaluation and affect model performance 

[11]. The right step to handle data imbalance problems is 

to apply resampling techniques. The resampling process 

is only used for training data because imbalance 

problems in the training data will affect the overall model 

performance. Resampling techniques are divided into 

two, namely undersampling and oversampling. The 

undersampling technique reduces the majority dataset so 

that the number of datasets is balanced with the minority 

dataset. However, undersampling can reduce some vital 

information from missing data if not careful [12]. 

Meanwhile, the oversampling technique adds data to 

minority data by duplicating or creating new data. The 

oversampling process can cause overfitting because 

some images that appear only repeat the same previous 

data, so the model will better memorize the repeated data 

[13]. 

One technique used to overcome overfitting is 

applying data augmentation [14]. Data augmentation 

increases the variety of images in the training data [15]. 

After adding image variations, the number of datasets 

produced increases. This results in a sizeable 

computational process because it takes a long time 

during the training process if manual classification is 

used. Therefore, there is a need for transfer learning to 

speed up the CNN model training process [16]. 

Transfer learning is a process that previously trains a 

model with large amounts of data and then applies it to a 
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different task. This is useful for the effectiveness of the 

model with limited resources. The aim of using transfer 

learning is to reduce the running time to be effective for 

classifying with CNN, considering that CNN uses large 

amounts of data [17]. With transfer learning, the model 

training process becomes faster. One transfer learning 

that can be used is MobileNetV2, where this model is 

designed using a unique architecture that combines 

inverted residual blocks and depthwise separable 

convolutions. This simple architecture model makes it 

suitable for handling large amounts of data with limited 

computing. Apart from that, this architecture also 

supports efficient memory use [18]. Although transfer 

learning can speed up the training process, the 

performance of the classification process also depends 

on selecting the best parameters. So, it is necessary to 

carry out hyperparameter tuning to adjust the critical 

parameters to improve CNN image classification 

performance. 

Previous research by [19], has compared the pre-

trained model architecture or transfer learning process 

with the Convolutional Neural Network method, namely 

MobileNetV2, EfficientNetB6, and NasNet. This 

comparison resulted in respective accuracies of 91.73%, 

91.74%, and 91.72%. This reference journal uses 

hyperparameter tuning, including learning rate, batch 

size, number of epochs, and dropout, to avoid overfitting.  

Based on research [19], this study emphasizes the 

importance of the preprocessing process in handling 

class imbalance in medical image classification. This 

research contributes to the preprocessing stage, where 

data resampling with bootstrap-based random 

oversampling and random undersampling techniques is 

used to overcome imbalances in training data 

distribution. Additionally, adding image variations to the 

training data with data augmentation techniques reduces 

the risk of overfitting the model. This research compares 

classification performance using the CNN model 

combined with three optimizers. This model was applied 

to classify kidney disease, and the accuracy of the model 

increased quite significantly. Thus, this research 

contributes by overcoming data imbalance and model 

overfitting at the preprocessing stage, which previous 

research has not explored in depth.  

II. METHOD 

This research focuses on resampling techniques, 

namely bootstrap-based random oversampling and 

random undersampling, to balance training data 

combined with augmented data. This is then 

implemented in three optimizers in the CNN model 

classification. This research stage is represented in Fig. 

1. 

 

A. Dataset 

This research uses a dataset of kidney disease images 

from Kaggle, namely 

https://www.kaggle.com/datasets/baalawi1/kidney-

diseases-recognition. The dataset consists of 4 classes: 

normal, cyst, stone, and tumor, numbering 5077, 3709, 

2283, and 1377 respectively. Fig. 2 is a sample dataset 

from each class.

 
Fig. 1 Research flowchart 

 

https://www.kaggle.com/datasets/baalawi1/kidney-diseases-recognition
https://www.kaggle.com/datasets/baalawi1/kidney-diseases-recognition
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Fig. 2 Kidney disease dataset 

B. Split Data 

Split the dataset into three parts with a ratio of 80% 

training, 10% testing, and 10% validation, so each has 

9956 training images, 1245 testing images, and 1245 

validation images. Also, seed 42 should be implemented 

so that the experimental results are consistent and do not 

change. 

 

C. Resampling Technique 

The resampling technique is used to overcome class 

imbalance in the training data, and the aim is to ensure 

that the model can perform classification accurately [13]. 

This research applies two resampling techniques, 

including bootstrap-based random oversampling and 

random undersampling.  

1)  Bootstrap-based random oversampling:  This 

research applies an oversampling technique using the 

bootstrap method (with replacement) to carry out random 

image sampling until the amount of minority data is 

balanced with the majority data so that there is a chance 

that data samples will appear more than once [20]. The 

random oversampling technique increases the number of 

minority class datasets consisting of cysts, tumours, and 

kidney stones to balance the results with the majority 

dataset (normal kidneys). This technique initializes the 

majority class, namely the regular kidney class, and then 

the minority class, which has fewer numbers than normal 

kidneys, will undergo a random sampling process with 

returns until the entire dataset for each class is balanced. 

This way, the minority class dataset is enlarged to reach 

the desired number or be equivalent to the majority class 

without modifying the original data. 

2)  Random undersampling:  The random 

undersampling technique aims to reduce several datasets 

into 3 classes (normal, cyst, tumour) so that the number 

is the same as the minority class, namely kidney stones. 

This technique only deletes data randomly in the three 

majority classes. The first step is to initialize the minority 

class, namely kidney stones. Next, the regular, cyst, and 

tumour classes are randomly deleted until all classes are 

equal in number. Although effective, random 

undersampling can lead to the loss of important 

information because some data from the removed 

majority class may have helpful information for the 

model. 

 

D. Preprocessing 

The preprocessing stage determines the image quality 

to be modelled, so this step must be done well. This 

research integrates data augmentation techniques to 

modify the preprocessing stage to improve the accuracy 

performance of the CNN model on training data. The 

augmentation parameters used in this research include 

rotation, flipping, zoom, shear, fill mode, and image 

translation. Next, resize the image to size 224 x 224 to fit 

the input MobileNetV2 architecture and convert it into a 

3-channel RGB image (red, green, blue). After resizing, 

normalize the data by dividing each pixel by 255 so, can 

change the pixel data to the range [0, 1] [9]. The rescaling 

formula at the preprocessing stage, namely (1): 

                       𝑅𝑒𝑠𝑐𝑎𝑙𝑖𝑛𝑔 =  
𝑖

255
                         (1) 

where i is the number of each image pixel. 

 

E. Pre-Trained Model 

This research uses a pre-trained model to improve 

classification performance. The architecture used is 

MobileNetV2, which can be represented in Fig. 3.  

Based on Fig. 3, MobileNetV2 architecture used in 

this research as transfer learning. This research is 

suitable for using the MobileNetV2 architecture because 

it has a high-efficiency level in handling large numbers 

of images or limited computing power. After all, the 

design is light and efficient [21]. In implementing this 

model, MobileNetV2 uses initial weights obtained from 

the training process on the ImageNet dataset. 

F. Hyperparameter Tuning 

Hyperparameter tuning is very effective for the 

classification process, which aims to improve the 

performance of the CNN algorithm [22]. The parameters 

used in the CNN model classification include a learning 

rate of 0.0001, batch size of 32, number of epochs of 25, 

and dropout value of 0.3. Next, these parameters were 

tested with three different optimizers, namely Adam, 

Nadam, and RMSprop, which are explained as follows: 

Adam: One of the algorithms for updating weights 

that combines root mean square propagation and 

adaptive gradient strength. The Adam optimizer is more 

efficient in exploring the parameter space and examining 

bias, and the computational resources used are reduced. 

Adam works by updating parameter weights using first 

and second-moment estimation corrections. The learning 

rate stage in parameter updating is (2) [23] [24]: 
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Fig. 3 MobileNetV2 architecture 

 

    𝜃𝑡 =  𝜃𝑡−1 − 𝜂
𝑚′𝑡

√𝑛′𝑡+ 𝜀
           (2) 

Where 𝜃𝑡 is the t-th learning rate, 𝛈 is the initial learning 

rate, 𝑚′𝑡 𝑑𝑎𝑛 𝑛′𝑡 are the first and second moment 

estimation corrections, 𝜀 is a numerical constant 

1) NAdam:  This optimizer is the same as Adam, but 

NAdam is a modification of Adam, carried out by 

estimating Nesterov's accelerated adaptive moments, 

thus speeding up the minimization process [24]. The 

stages of updating NAdam parameters are (3): 

𝜃𝑡 =  𝜃𝑡−1 − 
𝜂

√�̂�1+ 𝜀
 (𝛽1�̂�𝑡 +

(1−𝛽1)𝑔1

1−𝛽1
𝑡 )       (3) 

Where 𝜃𝑡 is the t-th learning rate, 𝛈 is the initial learning 

rate, √�̂�1 +  𝜀 is the correction between the mean 

squared gradient with the value 𝜀, 𝛽1�̂�𝑡 is the average 

exponential momentum of the gradient, 𝑔1 is the gradient 

of the loss function, 
(1−𝛽1)𝑔1

1−𝛽1
𝑡  as bias correction in the 

gradient at the first iteration. 

2) RMSprop: The RMSprop optimizer belongs to an 

optimization algorithm with an adaptive learning rate 

that adjusts each parameter individually. This optimizer 

effectively deals with noise and accelerates convergence 

by dynamically adjusting parameter scales [25]. The 

RMSprop parameter update stage is (4): 

     𝜃𝑡 =  𝜃𝑡−1 −  𝛼
𝑔𝑡

√𝑣1+ 𝜀′
       (4) 

Where 𝜃𝑡 is the t-th learning rate, α is the initial learning 

rate, 𝑔𝑡 is the gradient of the loss function over the t-th 

iteration parameters, 𝑣1 is the exponential average of the 

squared gradient, 𝜀′ is a small value to prevent division 

by zero 

 

G. Confusion Matrix 

 The Confusion Matrix consists of 4 parts, namely 

True Positive (TP), False Positive (FP), True Negative 

(TN), and False Negative (FN). True Positive (TP) is a 

model that correctly predicts positive values. False 

Positive (FP) is a model that incorrectly predicts positive 

values. True Negative (TN) is a model that accurately 

predicts negative values. False Negative (FN) is a model 

that incorrectly predicts negative values correctly [14]. 

Confusion matrix consists of accuracy, precision, recall, 

F-1 score. 

III. RESULT AND DISCUSSION 

This research applies a CNN model architecture, 

namely MobileNetV2 because the computing process is 

lighter even though the dataset is large and the model has 

been pre-trained using ImageNet. The total number of 

kidney disease datasets is 12,046 images divided into 

three: training, testing, and validation. Comparison of 

split data, namely 80% training, 10% testing, and 10% 

validation data. The dataset has four classes, namely 

normal, cysts, tumours, and kidney stones, and each 

dataset amounts to 3709, 2283, and 1377. The entire 

dataset is divided into training, testing, and validation 

data, each amounting to 9956 training images, 1245 

testing images, and 1245 validation images. 

Before classification, researchers used resampling 

techniques to balance classes and added several data 

augmentation techniques to the training data. Then, 

model classification is carried out using the 

MobileNetV2 architecture and hyperparameter tuning. 

The parameters in hyperparameter tuning are learning 

rate, batch size, epochs, and dropout and are 

implemented with different optimizers, namely Nadam, 

RMSprop, and Adam. 
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A. Implementation of Resampling Techniques 

This research applies undersampling and 

oversampling techniques to training data. The 

undersampling technique used is random undersampling 

(RUS), while the oversampling technique used is 

bootstrap-based random oversampling (ROS). The 

results of resampling the training data are in Table I. 

 

Based on table I shows the results of the resampling 

technique. There are three comparisons: without 

resampling, with random undersampling, and with 

bootstrap-based random oversampling. Before 

resampling, the data distribution was different, namely, 

4062 normal kidneys, 2944 kidney cysts, 1849 kidney 

tumours, and 1101 kidney stones. After applying the 

undersampling technique, the number of each class 

followed the lowest number (minority class), namely 

1101. Meanwhile, the oversampling technique used 

applied Bootstrap, and the amount of data followed the 

most significant number (majority class), namely 4062. 

To get a clearer picture of the results of the class 

distribution that has been resampled, it can be 

represented in graphical form in Fig. 4. 

Fig. 4 represents a graph depicting the distribution of 

each class before and after resampling. It can be seen that 

the distribution of each class using resampling is 

balanced towards the majority class (the most abundant 

class) in the normal kidney class and the minority class 

(the fewest class) in the kidney stone class. 

B. Addition of Data Augmentation Techniques 

 Based on the parameters in data augmentation 

techniques such as rotation, flipping, zoom, shear, fill 

mode, and image translation, the resulting image after 

adding these parameters is shown in Fig. 5. 

TABLE I 

APPLICATION OF RESAMPLING TECHNIQUES 

Class 
Before 

Resampling 

After 

Undersampling 

After 

Oversampling 

Normal 4062 

2944 

1849 

1101 

1101 4062 

Cyst 

Tumor 

Stone 

1101 

1101 

1101 

4062 

4062 

4026 

 

 
Fig. 4 Comparison graph of data resampling techniques 

  

 

 
Fig. 5 Sample data augmentation 

 

Based on Fig. 5, the dataset becomes more varied and 

does not only focus on one point. Using a rotation 

parameter of 10%, the resulting image looks skewed 

because there are not too many parameter sets. The 

image's brightness level is also slightly increased to give 

the image used for training a good brightness level. So, 

with data augmentation techniques, we succeed in 

expanding the variety of datasets to enrich visual 

information for training models. Additionally, even 

though the images undergo augmentation techniques, the 

critical information from the dataset remains valid. This 

technique can help the model create good data variations 

and overcome overfitting in the model being run. 
 

C. CNN Model Classification 

The results of the classification process include the 

values of training accuracy, validation accuracy, training 

loss, and validation loss, which are listed in Table II.  

Based on Table II, the best validation accuracy was 

obtained using oversampling techniques in balancing 

classes in the training data. The CNN model that uses the 

RMSprop optimizer and is implemented in the 
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MobileNetV2 architecture has the highest accuracy, 

namely 0.9558 or 95.58%. Meanwhile, the accuracy 

validation results in the Adam optimizer got an accuracy 

of 95.5%, and Nadam got an accuracy of 94.7%. To find 

out the comparison between loss and validation 

accuracy, it can be represented in Fig. 6. 

Based on Fig. 6, it can be seen that comparing 

validation data on the CNN model, which applies the 

resampling technique, namely bootstrap-based random 

oversampling (ROS), has better results than random 

undersampling (RUS) and without resampling (Normal). 

The graph shows that the lowest loss value is obtained 

using the oversampling technique. By balancing the 

amount of data between classes, the dataset for training 

becomes larger. This results in increasing model 

accuracy and decreasing loss values. The highest 

accuracy is also found in the oversampling 

technique.  The highest accuracy of the CNN model uses 

the MobileNetV2 architecture with the RMSprop 

optimizer, which has an accuracy of 95.58%. 

Furthermore, the Adam optimizer has an accuracy of 

95.5%, and the Nadam optimizer has an accuracy of 

94.7%. Then, the confusion matrix images are presented 

in Fig. 7, Fig. 8, and Fig. 9, with each optimizer in 

sequence, namely Adam, Nadam, and RMSprop.

TABLE II 

RESULTS TRAINING 

Optimizer 
Resampling 

Technique 

Comparison of Training Results 

Tr-Acc  Val-Acc Tr-Loss  Val-Loss 

Adam RUS 0.9364 0.9020 0.1768 0.2491 

 ROS 

Normal 

0.9836 

0.9669 

0.9550 

0.9250 

0.0552 

0.0986 

0.1118 

0.1907 

RMSprop RUS 0.9203 0.8627 0.2129 0.3344 

 ROS 

Normal 

0.98 

0.9626 

0.9558 

0.9285 

0.0586 

0.1023 

0.1144 

0.1727 

Nadam RUS 

ROS 

Normal 

0.9371 

0.9831 

0.9696 

0.8916 

0.9470 

0.9357 

0.1795 

0.0515 

0.0966 

0.2683 

0.1382 

0.1637 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 6 Graphs of loss and accuracy values on validation data 

 

           
Fig. 7 Confusion matrix with bootstrap-based random oversampling 

0
.2
4
9
1

0
.1
9
0
7

0
.1
1
1
8

0
.3
3
4
4

0
.1
7
2
7

0
.1
1
4
4

0
.2
6
8
3

0
.1
6
3
7

0
.1
3
8
2

R
U
S

N
o
rm

al

R
O
S

R
U
S

N
o
rm

al

R
O
S

R
U
S

N
o
rm

al

R
O
S

Adam RMSprop Nadam

Loss Validation

0
.9
0
2

0
.9
2
5

0
.9
5
5

0
.8
6
2
7

0
.9
2
8
5

0
.9
5
5
8

0
.8
9
1
6

0
.9
3
5
7

0
.9
4
7

R
U
S

N
o
rm

al

R
O
S

R
U
S

N
o
rm

al

R
O
S

R
U
S

N
o
rm

al

R
O
S

Adam RMSprop Nadam

Accuracy Validation



JUITA: Jurnal Informatika e-ISSN: 2579-8901; Vol. 13, Issue 1, March 2025 

Performance Analysis of Resampling … | Larasti, A., Surono, S., Thobirin, A., Dewi, D.A., 57 – 66  63 

 

           

Fig. 8 Confusion matrices with random undersampling 

 

           

Fig. 9 Confusion matrices without resampling 

 

Model performance evaluation is carried out by 

calculating evaluation metrics from the data in the 

confusion matrix. The confusion matrix calculation 

namely accuracy, precision, recall, and F-1 Score. 

This metric helps assess model performance based on 

classification accuracy for certain classes. Table III 

presents the confusion matrix calculation results to 

facilitate the model performance analysis process. 

 

Based on Table III, the application of resampling 

techniques combined with several optimization methods 

succeeded in improving the performance of the CNN 

model in classifying kidney disease datasets. The results 

show that using random oversampling with Bootstrap 

produces the best performance, especially when 

combined with the RMSprop optimizer. The model with 

this combination achieved the highest accuracy of 95%, 

with precision, recall, and F1 scores of 0.93, 0.95, and 

0.94, respectively.

 

TABLE III 

CALCULATION OF THE CONFUSION MATRIX 

Optimizer 
Resampling 

Technique 
Accuracy (%) Precision Recall  F-1 Score 

Adam RUS 89% 0.87 0.91 0.88 

 ROS 

Normal 

94% 

88% 

0.93 

0.87 

0.95 

0.88 

0.93 

0.86 

RMSprop RUS 84% 0.84 0.84 0.83 

 ROS 

Normal 

95% 

91% 

0.93 

0.91 

0.95 

0.88 

0.94 

0.89 

Nadam RUS 

ROS 

Normal 

88% 

94% 

88% 

0.87 

0.92 

0.87 

0.88 

0.95 

0.88 

0.86 

0.93 

0.86 
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The superiority of RMSprop in this scenario can be 

attributed to its parameter update mechanism, as stated 

in equation (4), where the learning rate value is adjusted 

adaptively based on the exponential average of the 

squared gradients. Thus, RMSprop can effectively 

handle oscillating gradients and maintain stability during 

the learning process. This capability is very useful in 

kidney disease datasets that have an unbalanced class 

distribution and may contain noise.  

In comparison, Adam and Nadam have different 

characteristics in optimizing the model. Adam (Adaptive 

Moment Estimation) uses first and second momentum 

estimates as stated in equation (2), which allows 

adjusting the learning rate for each parameter. However, 

in some cases, Adam can have difficulty finding the 

optimal solution because it tends to maintain greater 

momentum, which can lead to overshooting or 

overfitting.  

Nadam, as a modification of Adam with Nesterov 

momentum, implements a more stable approach through 

momentum correction in the gradient as formulated in 

equation (3). Although it is expected to provide faster 

convergence than Adam, in these experiments, Nadam 

does not show significant advantages over RMSprop. 

This may be due to the characteristics of the dataset that 

are more favorable to optimization methods with 

quadratic gradient-based learning rate adjustments 

compared to momentum-based approaches.  

 The main advantage of RMSprop compared to Adam 

and Nadam in this experiment can be seen from the final 

results which are more stable and have a higher level of 

accuracy. This shows that gradient variability-based 

learning rate control in RMSprop is more suitable for 

kidney disease datasets, which have complex distribution 

patterns. Figure 6 shows the confusion matrix of the 

combination of the Bootstrap resampling technique with 

the RMSprop optimizer, which shows the best 

performance in classifying all classes of kidney diseases. 

 

Fig. 10 Confusion matrices with random oversampling 

technique – RMSprop 

Fig. 10 shows the model evaluation results by 

applying resampling techniques using Bootstrap and the 

RMSprop optimizer. The results show that the cyst class 

has 380 correct predictions. Twelve wrong predictions 

were classified in the normal class. Four wrong 

predictions were classified in the stone class. Eleven 

incorrect predictions were classified into tumour classes. 

The normal class has 451 correct predictions and one 

incorrect prediction. Thirty-eight incorrect predictions 

were classified into the stone class, and 12 incorrect 

predictions were classified into the cyst class. Then, the 

stone class had 144 correct predictions and 38 incorrect 

predictions. There were four incorrect predictions in the 

cyst class. Meanwhile, the tumour class had 204 correct 

predictions. One incorrect prediction was in the normal 

class, and 11 were in the cyst class. So, using the 

resampling model and optimizer, RMSprop has the best 

value for evaluating the model. 

IV. CONCLUSION 

Kidney disease is a disease that is of particular 

concern in the world of health. Therefore, accurate early 

detection is needed by utilizing deep learning models for 

disease image classification. This study used a kidney 

disease dataset of 12,046 images of 4 classes: normal 

kidneys, kidney cysts, kidney tumours, and kidney 

stones. The author uses resampling techniques with 

undersampling and oversampling on training data and 

adding data augmentation to overcome overfitting and 

increase variations in the resampled images. The 

architecture used, MobileNetV2 was then classified 

using three different optimizers, namely Nadam, 

RMSprop, and Adam, and then the accuracy results were 

compared. The results of this research are that the 

performance of MobileNetV2 implemented with a 

bootstrap-based oversampling technique has the highest 

accuracy compared to undersampling and without 

resampling techniques. The oversampling technique 

with the RMSprop optimizer produced the highest 

accuracy, namely 95%. Then, the accuracy of 

oversampling with the Adam and Nadam optimizer is 

94%. The performance of MobileNetV2, which 

implements random undersampling techniques with the 

RMSprop, Adam, and Nadam optimizers, is 84%, 89%, 

and 88%. Meanwhile, accuracy without resampling 

techniques using the optimizer is 91%, 88%, 88%. So, it 

can be concluded that applying the resampling technique 

with bootstrap produces a good model performance that 

can be used to classify medical images. This research 

could be further explored with different architecture 

performances and added optimizations such as Grey 

Wolf optimizer. Apart from that, it can be continued by 
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implementing the results in the form of an application or 

website that can be used directly in the world of health. 
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