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Abstract - Coronavirus Disease-19 (Covid-19) is an infectious disease caused by the SARS-CoV-2 virus. The rapid spread of this disease has affected 216 other countries and regions, including Indonesia. In minimizing the spread and increasing losses, it is necessary to have several policies made by the Indonesian government in dealing with this. One of the policies taken by the government is the Convict Assimilation Program to prevent the spread of the virus in prisons. The Prisoner Assimilation Program fosters inmates by integrating prisoners into social life. Many media reported on the assimilation program in various media, including news portals, so that it became a forum for the public to express their opinions. News portals can be a source for getting public opinion. Therefore, sentiment analysis can be done to determine the sentiment of any existing public opinion. In this study, the analysis was carried out by applying one of the data mining methods, namely the Support Vector Machine, with positive, negative, and neutral sentiment labeling. The data used is audience comments in Indonesian with a dataset of 404 comments and then resampled so that the number of data becomes 669. The analysis uses the kernel Radial Basis Function (RBF), RBF with Grid Search, Polynomials, and Polynomials with grid search. Kernel RBF and Kernel Polynomial with Grid Search comparing test and training data 80%:20% with the highest accuracy of 95%.
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I. INTRODUCTION

The Prisoners' Assimilation Program has been regulated in the Law of the Republic of Indonesia number 12 of 1995 concerning Corrections. Assimilation as a form of extramural coaching in prisons fosters Correctional Inmates who have met specific requirements by integrating them into community life. The Open Penitentiary is a Penitentiary UPT that specifically carries out further development of prisoners at the assimilation stage, namely with a criminal period of between 2/3 of the criminal period that prisoners must serve [2]. The implementation of this assimilation caused many pros and cons in the community because it was applied during the Corona Virus Dieses 19 (Covid-19) pandemic [3], but this is the right step to reduce the risk of the coronavirus [4].

Coronavirus Dieses 19 (Covid-19) is currently the most dangerous virus in the whole world [5]. Covid-19 was first discovered in Wuhan, and the case began with pneumonia or mysterious pneumonia in December 2019 [6]. From Wuhan, then covid-19 spread throughout the world, including Indonesia. The president immediately responded to the entry of covid in Indonesia through Presidential Decree No. 11 of 2020 concerning the Determination of a Public Health Emergency. Corona Virus Disease 2019 (COVID-19) has declared COVID-19 a public health emergency that must be taken care of [7]. Countermeasures have been carried out in many sectors: correctional institutions, namely the prisoner assimilation program during the COVID-19 pandemic [8].

The public's response to the assimilation of prisoners during the Covid-19 pandemic received many negative, positive, and neutral responses. Several news portals have reported on this issue and received few responses. This study will use comments on news portals as tested data. Research that analyzes positive, negative, and neutral is usually called sentiment analysis. Many researchers have done research related to sentiment analysis.

Several studies have been conducted, including analyzing hate speech sentiment on news portals using the Support Vector Machine (SVM), but this research...
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still produces a reasonably low accuracy, 53.88% [9]. Another SVM study resulted in an accuracy of 80.7% [10], 98.66% [11], 89%, 98% [12][13], respectively. Furthermore, the sentiment analysis used to analyze online transportation using SVM produces an accuracy of 96.04% [14]. This study will also use SVM because it has pretty high accuracy [15][16].

This study slightly differs from previous research, optimizing using a grid search. Experiments were carried out using two different kernels by combining them with grid search, and the two kernels were polynomial and Radial Basis Function (RBF). Some of these experiments were carried out to see the highest level of accuracy using the comparison of training data and 80:20 and 70:30 test data, respectively. RBF and Polynomial are used because in previous researchers these two kernels can help improve accuracy results on SVM [17].

II. METHOD

The process of conducting this research can be described in a plot, as shown in Fig. 1.

A. Web Scrapping

The data is taken from the news portal Detik.com by applying the Web scrapping technique. This technique is applied using the Python programming language to discuss the Assimilation of Prisoners and COVID-19. This technique is used to retrieve audience comment data. We are collecting data using comment-API, which is a method that makes it easier to find comments. After the comments are obtained, then the comments are extracted. In Table I are some examples of comments.

It can be seen in Table I that the extracted documents are audience comments and are in the form of text. The extracted document is still in its original form because it has not gone through the pre-processing process, so many numbers, characters, and symbols are mixed, complicating the research if it is not cleaned. More complete data can be seen in the attachment.

B. Sampling Technique

Submissions must be in 1 column format with file type *.doc or *.docx. The data taken is the public opinion on the prisoner assimilation program in dealing with COVID-19, so the appropriate sampling technique in this study is purposive sampling. This technique does not take data based on strata, random, or regional, but data collection follows the criteria for the sample data needed for research [18].

C. Training Data and Test Data

This study divides the data into training data (training) and testing data (test). Training data contains a collection of comments/opinions used as training data that already has positive, negative, and neutral categories (classes). The training data used is taken from a collection of opinions that have been given labels and their sentiment classes which are done manually. This study will apply the ratio of training data and data testing of 70%:30%, 80%:20%, 90%:10%, respectively. The SVM method has high accuracy in research conducted by [19] applying the ratios of 60%:40%, 70%:30%, 80%:20%, and 90%:10%, respectively.

<table>
<thead>
<tr>
<th>No</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Bukannya malah lebih besar resiko penyebaran Covid-9 nya kalau 30r napi dibebaskan?</td>
</tr>
<tr>
<td>2</td>
<td>skenario apa lg ini...??? apa sengaja utk buat Chaos di indonesia sehingga dberlakukan darurat sipil..?? Ya Allah lindungi Negara ini dr kezaliman</td>
</tr>
<tr>
<td>3</td>
<td>Terus mereka mau makan apa pak? Diluar lagi sulit.. jangan2 nanti jadi pemantik keributan diluar..��</td>
</tr>
<tr>
<td>4</td>
<td>Rezim ini sudah semakin kehilangan akal sehatnya. segala yg diperbuat sudah semakin aneh dan tdk wajar.</td>
</tr>
</tbody>
</table>

TABLE I

SOME AUDIENCE COMMENTS


In Fig. 2, we can see that the RBF kernel gets a significant increase in accuracy at a ratio of 70%:30% and continues to increase at a ratio of 80%:20% and a slight decrease at a ratio of 90%:10%, respectively. While in the Polynomial kernel, the increase occurred in the ratio of 70%:30% and the ratio of 90%:10%, respectively. However, it slightly decreased at a ratio of 80%:20%. Therefore, in this study, the author will use the ratios of 70%:30%, 80%:20%, and 90%:10%, respectively, as a reference.

D. Resample

This stage will improve accuracy, which balances the data for model building. The 404 data have been manually labeled with the sentiment, 82 data labeled positive, 223 data labeled neutral, respectively. The data is then resampled to balance the positive, negative, and neutral data. The number of data that has been resampled is 669 data. Table II is the result of the resample process in Python programming.

E. Pre-Processing

In the pre-processing stage, several steps will be passed, namely:

1) Cleansing, At this stage, comments are cleaned from words that are not needed to reduce noise. Emissions in comments are HTML characters, emoticons, hashtags (#), username (@username), and URLs [20].

2) Case Folding, all characters in the text are changed to lowercase at this stage. The processed characters are only letters 'a' to 'z's, and other than these characters will be omitted, such as punctuation marks (.), commas (,), and numbers [21].

3) Tokenizing, the sentence is broken at this stage, which was initially a sentence into pieces like words based on each word that composes it. So it can be said to return the conjunction [22].

4) Normalization or slang word conversion, at this stage, the incomplete or extended words are converted into ordinary words according to the Big Indonesian Dictionary (KBBI) [23].

5) Stopwords, at this stage, the vocabulary is deleted, which is not a unique word or does not convey any message significantly in the sentence. The intended vocabulary is connecting words and adverbs that are not unique words, such as "a," "by," "at," and so on [24].

6) Stemming, at this stage, the process is carried out to get essential words by removing prefixes, suffixes, insertions, and combinations of prefixes and suffixes [25].

F. Term Weighting

The next step in this research is the weighting of each word using TF-IDF. This stage is Numeric Statistics, which converts opinions into numerical data. TF-IDF uses the formula that we can see in (1), which is used to find the value of TF (term frequency), DF (document frequency), and IDF (inverse document frequency)—counting this document or term based on the frequency of occurrence of the term or document. The word/term has calculated the probability of its occurrence in one document (D1 to D5). The way to get the IDF, the following equation is used:

\[
\text{IDF} = \log\left(\frac{D}{DF}\right) \quad (1)
\]

Next, a document information table contains the term frequency (TF), document frequency (DF), and IDF for each term. Then look for the TF*IDF value of each term. The IDF value used is the IDF value obtained after the system training process (Table III).
In Table III, word weighting has been carried out. This word weighting will be continued for the classification process using the Support Vector Machine.

**G. Data Classification with Support Vector Machine**

Text data will be classified using the SVM classification process at this stage. The goal is to classify public sentiment so that the public's views on the Prisoner's Assimilation Program can be known in dealing with Covid-19. The test flow using SVM can be seen in Fig. 3.

From Fig. 3, it can be seen that the TF-IDF weighting results will be classified using SVM kernel Radial Basis Function (RBF) and Polynomial because the RBF kernel and Polynomial kernel are kernel functions that are commonly used in analysis when the data are not linearly separated [27]. If the classification score is greater than 0, the opinion is positive. If the score is less than 0, then the opinion is negative. If the score is equal to 0, then the opinion is neutral. After that, it will be continued with calculations to determine the accuracy and percentage of positive, negative, and neutral numbers.

**III. RESULT AND DISCUSSION**

After going through the pre-processing and weighting stages, the next stage is classification using the Support Vector Machine. The data will divide into three sentiment classes: positive, negative, and neutral. Tests will use the Radial Basis Function (RBF) kernel and Polynomial using the default parameters to find the best accuracy. The test will two times, comparing training data and test data of 80%: 20% and 70%: 30%, respectively.

Experiment using the RBF kernel. Kernel RBF is a kernel function that uses when data is not linearly separated. The parameters used in the RBF kernel are the cost (C) and gamma (γ) parameters. The parameter settings are set by default where the C parameter is one, and the gamma parameter is 'scale.' Experiment with RBF using a grid search. This experiment uses parameter
values 0.1, 1, 10, 100, 1000 with gamma 1, 0.1, 0.01, 0.001, 0.0001, respectively.

Experiment using the Polynomial kernel. This kernel uses the cost (C) and degree (d) parameters. Parameters are set in the default settings where the value of parameter C is one, and the parameter degree is 3. This experiment uses 0.1, 1, 10, 100, 1000 with degrees 2 and 3, respectively. Experiment with Polynomials using a grid search.

A. Experiment Using the RBF kernel.

The typeface used in the script is Times New Roman, except for the writing of e-mail accounts. Other fonts can be used if needed for certain purposes.

The first experiment used training data and test data with a ratio of 70%:30%. The amount of data is 669, divided into 468 training data and 201 test data, respectively.

1) Experiment using the RBF kernel. In the experiment using RBF, the accuracy obtained was 92%. Figure 4 is the result obtained through the python program (Fig. 4). The accuracy results obtained are higher when compared to previous studies [28], which have an accuracy of 79.19%. The effect of RBF managed to increase more than 1% of the previous researchers to 92%, respectively.

2) Experiment using the RBF kernel with grid search. The next experiment added a selection grid search feature, but the results obtained did not affect the previous experiment, which was 92% (Fig. 5). This proves that feature selection does not continuously improve accuracy results.

3) Experiment using the polynomial kernel. The use of SVM and polynomial kernels in previous studies obtained a not high accuracy, namely 50% [29]. In this study, the results of SVM using a polynomial kernel increased (Fig. 6). The results in this study increased from previous studies to 91%, quite far compared to previous studies compared to the results obtained.

4) Experiment using the polynomial kernel with grid search. In the last experiment with 70:30 data, SVM uses a polynomial kernel with a selection grid search feature added. The results obtained increased from before (Fig. 7). These results prove that feature selection increases the accuracy results obtained even though the results are not significant, namely 1%. Table III is the conclusion of the with 70% training data and 30% test data.
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**Fig. 4 SVM using RBF kernel**

<table>
<thead>
<tr>
<th>precision</th>
<th>recall</th>
<th>f1-score</th>
<th>support</th>
</tr>
</thead>
<tbody>
<tr>
<td>negatif</td>
<td>0.88</td>
<td>0.72</td>
<td>0.89</td>
</tr>
<tr>
<td>posatif</td>
<td>0.91</td>
<td>0.98</td>
<td>0.95</td>
</tr>
<tr>
<td>accuracy</td>
<td>0.92</td>
<td>0.92</td>
<td>0.92</td>
</tr>
<tr>
<td>weighted avg</td>
<td>0.92</td>
<td>0.92</td>
<td>0.91</td>
</tr>
</tbody>
</table>

**Fig. 5 SVM using RBF kernel and grid search**

<table>
<thead>
<tr>
<th>precision</th>
<th>recall</th>
<th>f1-score</th>
<th>support</th>
</tr>
</thead>
<tbody>
<tr>
<td>negatif</td>
<td>1.00</td>
<td>0.81</td>
<td>0.89</td>
</tr>
<tr>
<td>posatif</td>
<td>0.88</td>
<td>0.97</td>
<td>0.90</td>
</tr>
<tr>
<td>accuracy</td>
<td>0.91</td>
<td>0.91</td>
<td>0.91</td>
</tr>
<tr>
<td>weighted avg</td>
<td>0.91</td>
<td>0.91</td>
<td>0.91</td>
</tr>
</tbody>
</table>

**Fig. 6 SVM using RBF polynomial**

<table>
<thead>
<tr>
<th>precision</th>
<th>recall</th>
<th>f1-score</th>
<th>support</th>
</tr>
</thead>
<tbody>
<tr>
<td>negatif</td>
<td>0.81</td>
<td>0.92</td>
<td>0.92</td>
</tr>
<tr>
<td>posatif</td>
<td>0.91</td>
<td>0.91</td>
<td>0.91</td>
</tr>
</tbody>
</table>

---
Fig. 7 SVM using polynomial kernel and grid search

### TABEL III
EXPERIMENT WITH 70% TRAINING DATA AND 30% TEST DATA

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment using the RBF kernel</td>
<td>92%</td>
</tr>
<tr>
<td>Experiment using the RBF kernel with Grid Search</td>
<td>92%</td>
</tr>
<tr>
<td>Experiment using the Polynomial kernel</td>
<td>91%</td>
</tr>
<tr>
<td>Experiment using the Polynomial kernel with Grid Search</td>
<td>92%</td>
</tr>
</tbody>
</table>

B. Experiment With 80% Training Data And 20% Test Data

Table IV is the result of the experiments conducted. The second experiment used training data and test data with a ratio of 80%:20%. The amount of data is 669 data will divide into 535 training data and 134 test data, respectively.

In the SVM experiment using the RBF kernel, there was a decrease in accuracy when using feature selection from 95% to 94%. Then the opposite happens when using polynomials an increase. This has increased considerably compared to previous studies that used the SVM method with the RBF kernel to get an accuracy of 71.55% [30]. Then this research is also significantly increased when compared to research using SVM with a Polynomial kernel, which is 51% [31].

### TABEL IV
EXPERIMENT WITH 80% TRAINING DATA AND 20% TEST DATA

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment using the RBF kernel</td>
<td>95%</td>
</tr>
<tr>
<td>Experiment using the RBF kernel with Grid Search</td>
<td>94%</td>
</tr>
<tr>
<td>Experiment using the Polynomial kernel</td>
<td>94%</td>
</tr>
<tr>
<td>Experiment using the Polynomial kernel with Grid Search</td>
<td>95%</td>
</tr>
</tbody>
</table>

IV. CONCLUSION

There is an increase and decrease in the accuracy results obtained. The highest accuracy in this study reached 95% with a data comparison of 80:20 using the RBF kernel and Polynomial with feature selection grid search. This study finds that SVM using the RBF kernel with feature selection grid search unrecommended to be applied. That is because there is no increase in accuracy, even a decrease in inaccuracy.
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